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Abstract

This paper investigates performance of channel codattoherent systems over block fading
channels. We consider an iterative system where an outemeha&ode is serially concatenated with
an inner modulation code amenable to noncoherent detedenemphasize that, in order to obtain
near-capacity performance, the information rates of metthd codes should be close to the channel
capacity. For certain modulation codes, a single-inpuglskoutput (SISO) system with only one transmit
antenna may outperform a dual-input and single-output @)18/stem with two transmit antennas. This
is due to the intrinsic information rate loss of these motiotacodes compared to the DISO channel
capacity. We also propose a novel noncoherent detectod lmasMarkov Chain Monte Carlo (MCMC).
Compared to existing detectors, the MCMC detector achieeasparable or superior performance at
reduced complexity. The MCMC detector does not requireieix@mplitude or phase estimation of
the channel fading coefficient, which makes it an attractimedidate for high rate communication
employing quadrature amplitude modulation (QAM) and fortiple antenna channels. At transmission
rates ofl ~ 1.667 bits/sec/Hz, the proposed SISO systems employing 16QAMMGY¥IC detection

perform within 1.6-2.3 dB of the noncoherent channel cagamihieved by optimal input.

Index Terms

Noncoherent detection, Markov Chain Monte Carlo, fadingrotel, multiple antenna, transmit

diversity, iterative decoding, channel capacity.
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. INTRODUCTION

In recent years, noncoherent communication, which assuinaghe receiver does not have
explicit channel informatiora priori has attracted significant attention. Here, noncoherent com
munication is interpreted in its broadest sense as joind @ad channel estimation. In the
noncoherent scenario: (1) The transmitted signal powentspe pilot symbols (if any) is taken
into account; (2) Implicit/explicit channel estimationseadone using all transmitted symbols
rather than using pilots symbols alone.

With the goal of approaching channel capacity, it is impart® study channel coded non-
coherent systems where powerful channel codes are emplayaddition to the modulation
codes to strengthen the error correction capability. Gapapproaching joint channel decoding
and noncoherent detection strategies for single-inpgfiesiautput (SISO) channel at the spectral
efficiency of R = 1/2 (bits/sec/Hz) with QPSK modulation are developed in [1]eTroposed
low-complexity noncoherent detector, which requires ssjgaamplitude estimation and phase
guantization of the channel, is designed for the singlerar@echannel only and requires the
signal constellation to have a constant amplitude levear@kl coded SISO systems with= 1
and QPSK modulation are studied in [2] and a noncoherenttbgtbased on linear prediction
and per-survivor processing is proposed. For dual-inpdtsangle-output (DISO) channels that
employ two transmit antennas and single receive antenhapf{iders turbo coded noncoherent
systems employing the unitary space-time modulation (UpWih R = 0.875 ~ 1.75, in which
the optimal a posterior probability (APP) detector is used. In [4], the performandehannel
coded systems employing pilot-symbol assisted moduldB@AM) based on Alamouti’s codes
[5] and QPSK/8PSK modulation are studied fer= 1 ~ 1.5 . The PSAM codes demonstrate
better performance than that of the USTM. A low complexitynooherent detector based on
bit-flipping and phase quantization is proposed in [4]. Tttector has a complexity that is
linear in the coherence length and is shown to obtain ne@mapsoft information [6].

Although there is much work on the design of modulation codd aoncoherent detection
algorithm for both the SISO coded system and the DISO codstesy very little research has
been done on the comparison of these two systems. For iestandnteresting question is that,
for R=1~ 2, is it safe to assume that a system with two transmit anterasag a DISO

system, automatically performs better than a SISO systdmmavily one transmit antenna? Our
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results show that adding a second antenna does not nebessdwance performance. Since the
choice of modulation codes directly affects the perforneant coded systems, DISO systems
with certain choices of modulation codes may perform wohsstthat of a SISO system.

In this work, we point out an important design criterion fdraonel coded system. That
is, in order to obtain near capacity performance, one shobttbse modulation codes whose
mutual information rates are close to the optimal channelacdy. We provide an explicit
comparison of the mutual information rates between a sifiBl@AM modulation code for
the SISO channel, and USTM code and PSAM code [4] for the DIB&hel. It is shown that
the mutual information rates of USTM and PSAM codes are maaket than that of the 16QAM
code for SISO channel, which implies that they fall well beline DISO channel capacity. This
contributes to the fact that such DISO systems perform evarsevthan the SISO system. To
the best of our knowledge, this is the first work to investigidue effect of transmit diversity for
channel coded noncoherent systems through an explicit @osgm of the SISO system and the
DISO system.

Furthermore, we propose a novel noncoherent detectordlahfferent from existing detectors
[1][4] in the sense that it does not require amplitude edinaor phase quantization of the
channel fading coefficient. Such a detector is based on thikdM&hain Monte Carlo (MCMC)
method. Applications of the MCMC detectors for coherent tipld-input and multiple-output
(MIMO) channels have been studied in [7]-[10], which demate significant performance
improvement over traditional MIMO detectors such as theesphdecoding detector. In this
paper, we extend the application of the MCMC approach to thiecoherent setting. For a
SISO system with 16QAM modulation, we are able to achieve wapacity performance at
R =1 ~ 1.667 . These transmission rates are higher than the rate/®fin [1] with QPSK
modulation, and are comparable with that of the DISO systeonsidered in [3][4].

Noncoherent MCMC detectors are first studied by X. Wang efla]-[14] for OFDM systems
and multicarrier CDMA systems. The noncoherent MCMC dete@roposed in this paper
originates from coherent MCMC detectors of [7]-[10]. Suc&MC detectors require neither the
burning period nor bit-counting for computing posteriori probabilities [8]. They significantly
outperform traditional MIMO detectors such as the spheoedimg detector. Detailed differences
between the proposed detector and those of [11]-[14] wilhighlighted in Section IV.

The rest of the paper is organized as follows. Section llaostthe system model. Section Ili
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studies the mutual information rate of modulation codes imtmpact on coded performance.
Section IV includes a detailed description of the noncomelCMC detector. Simulation results
of the coded system with MCMC detection are presented ini@est Conclusions are given

in Section VI.

1. SYSTEM MODEL

We consider a SISO block fading channel where the channdirsntonstant for each block
of T, symbols (wher€rl, is called the coherence length), and is independent betliomks.

We model the channel by :
y=+vphs+w, 1)

whereh ~ CN(0,1) is the Rayleigh fading coefficient of a given block and is aularly
symmetric complex Gaussian random variable with zero meahumit variance; the vectors
y,s,w are T.-dimensional complex vectors representing the receivgdasi the transmitted
signal, and the noise, respectively; the entriesvoére independent and identically distributed
with distributionCN (0, 1). The constanp represents the signal-to-noise ratio (SNR), assuming
that the average power of the transmitted signa normalized such thak[s's] = T,, and

1 denotes the Hermitian operator. In the noncoherent saenagither the transmitter nor the
receiver knows the exact realization of the channel coefiich. Given s, the noncoherent

conditional probability density function (pdf) of is given by [15]:

P
p(yls) = em%—wﬂf+fﬂg%ﬁ} @)

771+ p[sIP) 1+ s
Fig. 1 shows a block diagram of the channel coded noncoheystém. The transmitter side
consists of a serial concatenation of the channel encodkth@modulation coder, with a symbol
mapper in between that maps a sequence of binary coded kitsgéquence of complex symbols
from a finite constellation of siz&- through Gray mapping. In this paper we consider a simple
modulation code that maps an input block @f 1) complex symbols to an output block ©f
symbols by inserting a reference symhgl(from the same constellation) in the front of each
input block: (sy, - ,s7,-1) — s = (so = co, 81, ,S1,—1), Where eachs;,i =1,--- T, — 1 is
a complex symbol representidd,. bits. The output of the modulation coders then transmitted
through the block fading channel. Assume that the chanrd® bas a rate ak., then the overall

transmission rate of this system is given By= Tgp:chMc, where the terni, — 1 is due to
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the fact that onlyl. — 1 coded symbols are transmitted out of each block0§ymbols. At the

receiver end, joint channel decoding and noncoherent til@teis performed iteratively through
soft information exchange between the channel decoder lmmchoncoherent block detector.
After a predetermined number of iterations, decisions aaglanat the output of the channel

decoder to generate the decoded bit sequence.
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Fig. 1. A schematic block diagram of the channel coded nom@stt system.

[1I. I NFORMATION RATE OF MODULATION CODE AND ITS IMPACT ON CODED PRFORMANCE

In this paper, we emphasize two modules of the channel cogsig@mn shown in Fig. 1:
the modulation code at the transmitter side, and the nomeoheletector at the receiver side.
From a system perspective, the selection of modulation ¢e®deportant because its mutual
information rate determines the maximum information rat @ coded system can achieve for
a given average signal-to-noise power rakig/N,. In other words, for a desired transmission
rate R, the information rate of the modulation code determinesnti@mum FE,/N,, denoted
by f,—;|min, required to achieve:. Note that this is an information-theoretical limit thathche
achieved only with optimal detection and a powerful charmoele with an arbitrarily long code
length and maximume-likelihood decoding. Hence, it is alsperformance limit of any practical
channel coded system with suboptimal detectors and weratcoding.

In this section, we examine the information rate of the matioh code defined in Section Il
for SISO channel and make comparisons with those of certaisiutation codes used for DISO
channels. This will explain the performance gap betweerptbposed SISO system and that of
the DISO systems in [4], shown in Section V.
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A. Information rates of practical modulation codes for SSO channel

We first consider a SISO noncoherent block fading channeh @it = 6. In Fig. 2, we
plot the channel capacity achieved by the optimum input &edntutual information rates [1]
of the modulation code described in Section Il using prattconstellations 16QAM, 8QAM,
8PSK, and QPSK (a similar figure fdf. = 5 was presented in [1]). From Fig. 2 we make
two observations. First, the mutual information rates ofdmlation codes provide performance
benchmarks for channel coded systems. For instance, dieeh@QAM constellation, from Fig.
2 we see that whe% = 8 dB, the mutual information rate of the corresponding motioita
code equalsk = 1.667 . This means that, to achieve = 1.667, the ﬁ—;|min required byany
channel coded system using this modulation code and 16QAMIe@ dB. This is independent
of the choices of detection algorithms and the channel cd8esond, the information rates of
16QAM are higher than that of the other practical consteltet considered here, therefore best
approximate the channel capacity achieved by the optinmitifFor instance, wheR = 1.667,
we have]’f,—;|min = 7.5, 8, 8.7 dB, respectively, for the optimal input, 16QAM, and 8QAM.
Hence, 16QAM is better than 8QAM, because %gqmm required is only0.5 dB away from
that of the optimal input. Interestingly, whel = 1, even though we have similar values of
]’i—;|min for 16QAM and 8QAM (4.2 dB and 4.4 dB, respectively), our slation results show
that actual performance of the coded system is better wiQAMS, due to the use of a lower
rate channel code.

From the study of the information rates of modulation codes,conclude that, in order to
obtain capacity-approaching performance, it is importanthoose modulation codes whose

information rates are close to the optimal channel capacity

B. Comparisons of information rates for S SO system and DISO system

For similar target transmission rates, recent work ([3]) pbnsider DISO systems with dual
transmit antennas and single receive antenna. To faeilibat-complexity noncoherent detection,
modulation codes such as USTM are often employed in praditz0 systems. Unfortunately,
these codes suffer from intrinsic information rate loss parad to the optimal channel capacity.
In [16], it is pointed out that the information rates of USTMh&ve only a fraction of channel
capacity. In [4] , two modulation codes are considered forl&@ channel withR = 1: the
512-ary USTM and the 256-ary QPSK/Alamouti code. The latdean orthogonal space-time
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Fig. 2. Comparisons of the optimal capacity with the mutudibimation rate of a practical modulation code with various

constellations. A SISO noncoherent block fading channéh @i. = 6 is considered.

code based on the Alamouti’s scheme [5] and QPSK modulaGomputation of information
rates reveal tha%\mm = 8.15 dB and8.45 dB, respectively, for these two codes. These are about
4 dB more than the%hmn = 4.2 dB required for a SISO channel with 16 QAM modulation
code (see Section lllI-A). FoR = 1.5, compared to]%;|mm = 7.1 dB for a SISO channel with
16QAM, [4] shows that a DISO channel with 8PSK/Alamouti caso requires about 4 dB

more (=

min = 11.76 dB). Simulation results in Section V will verify that, thegmosed SISO
system with 16QAM indeed outperforms the DISO systems with modulation codes above
by about 4 dB.

These comparisons clearly show that the information ratéisese modulation codes used for
DISO systems can be much lower than those of the modulatidascased for SISO systems.
Therefore, an important observation is that for such seesar SISO system should be chosen
over a DISO system, and one should not waste the resource emfoad transmit antenna.

We want to emphasize that, for the special scenarios diedumsove, a SISO system outper-
forms a DISO system largely due to the limited informatiote raf the specific modulation codes
used for DISO systems. This by no means suggest that a DIS@hehs intrinsically worse
than a SISO channel. In fact, the capacity of DISO channallghme no less than that of a SISO

channel, because with dual transmit antennas, one cansabhapse to allocate full power to one
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of the transmit antennas to realize the single antennapeaface. However, the capacity of the
DISO channel is achieved only with the optimal input, whomgritbution is still unknown. Even

if it were known, practical systems in general can not useoptgmal input as the modulation
code due to prohibitive complexity. Hence, practical DIS@tems use modulation codes such
as USTM and PSAM that are amenable for low-complexity daiactHowever, as we point
out, the intrinsic information rate loss prevents them frachieving channel capacity. Thus, it
remains an open problem to find good modulation codes thafudpnutilize the capacity of

DISO channels and support low-complexity detection at Hraestime.

IV. NONCOHERENT DETECTION BASED ONVIARKOV CHAIN MONTE CARLO (MCMC)

In this section, we propose a novel noncoherent detect@dbas the MCMC approach. This
detector originates from the coherent MCMC detector in [&], [10] where coherent detection
is employed assuming perfectly known channel fading caefftc Here, we extend the basic
idea of MCMC detection to the noncoherent scenario wherectt@nel fading coefficient is
unknown.

The main function of the MCMC detector is to compute exterisg-likelihood ratios (LLR)
of the coded bits based on received signal vegtand prior LLRs{);} provided by the channel
decoder. The MCMC detector operates in two steps. In stepddapts a statistical approach,
i.e., the Gibbs sampler, to identify small set of I “important bit vectors”, denoted byl. In
step 2, the detector computes the output extrinsic LLR$ by applying the max-log algorithm
over the set of vectors itd. This greatly reduces the computational complexity cormgan

that of optimum detection.

Given a modulation codeword= (cy, s1,- - - , s7.—1), we denote the bit sequence correspond-
ing to {sy, -+ ,s7._1} by b = {b1,bs,- -+ ,bx}, where K = (T, — 1)M.. In particular, theM,
bits constituting symbo; are {b;_1)a.+1, - -, biar. }.- Each bitd; equals eithetd or 1.

Step 1. Gibbs Sampler

Initialization n = 0;

generate the initial vectds©® = {s\” ...  »'?1 according to (3).
Iterationn
forn=1to[

fori=1t0 K
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Sample the-th bit of b(™ according to thea posteriori probability distribution
b (| B, 0B BT ).

endi loop

endn loop

Next, we explain details of the above procedure.
First, the initialization step to find® is done as follows. For each=1,--- , 7T, — 1, we

compute the most likely transmitted symbglbased on the received signatsandy; by letting

8; = argmax_ [In p(yo, yi|co, si) + In P(s;)], 3)
M.
whereln P(s;) = > (N/2)(—1)% is the logarithm of the prior probability of symbs),
j=(i—1)Mc+1
and); is the prior LLR of thej-th bit. Note that the pdb(yo, y;|co, s;) in (3) is the noncoherent

pdf corresponding t@. = 2 because only two signalg andy; are considered. The symbgl

?11)Mc+17 e ,bﬁ?&c) equal to the

is then used to define the initial bit vectbf?) by letting (bg
bits constituting symbos;.

In the step of samplinggn), we define

ap = {bgn)v b;n)7 T 7bz('ﬁ)1> 0, bz(izl)v T 7b§?_1)}

(n) 3(n) (n) (n—1) (n—1) @)
al:{bl , b ,~-~,b2-_1, L, bi-i-l 7"'7bK }
Let
p= 2020 3 g b= eyt e), (5)
p(y|co, a1)

where the pdf in (5) is computed based on the noncoheren2)df\fe then generate a random
numbery € [0,1]. If u < ¢, we lets™ = 0, otherwise we let\™ = 1.

Step 2: Compute the output extrinsic LLR; }

For each bit vectob € A, by replacing its-th bit by 0 and 1, respectively, and leaving other
bits unchanged, we obtain two new bit vectdfd andb®!. These vectors are used to compute
the output extrinsic LLRy; for bit i:

Yi = Ma% e [In p(y|co, b*°) 4+ In P(b™?)] — maX,c4 [In p(y|co, b"!) +In P(b"1)] — \;,  (6)
whereln P[b"%] = Zjil()\jm)(—l)b?o andb’’ denotes thg-th bit of b**. The termin P[b™]

is computed similarly.
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We note that the proposed MCMC detector differs from the MCN&ectors of [11]-[14]
in both initialization (3) and computation of output LLRs)(6n [11]-[14], bit-counting (use
statistical averaging to estimate the frequency that aqudatt bit value occurs) is applied to
compute the LLRs. In comparison, we use (6) to compute thesLh&sed on tha posteriori
probabilities of the samples generated by the Gibbs sampher proposed detector does not
require a burning period and only a small number of samplesiaeded to achieve satisfactory
performance. Detailed analysis of the proposed noncoh®&MC detector resembles those of
[8] for coherent MIMO channels.

The main complexity of the MCMC detector comes from tb@mputation of the noncoherent
pdf (CNP) in (5) and (6). Hence, the total number of CNP can faabcurately represent
the complexity of the MCMC detector. After we obtai®®, we perform one CNP to obtain
p(ylco, b®). Subsequently, in the step of generatib)y/, according to (5), only one CNP is
needed for eithep(y|co, a9), Or p(y|co,a1), because one of them has been computed in the
previous step for generatir‘ldf)l. Hence, the number of CNPs required to generate/tHhnat
vectors ind is 1+ K ~ I K. To computey;, according to (6), we flip théth bit of each vector
in A, and perform/ CNPs for these new vectors. For a totalfofbits, this leads td X' CNPs.
Hence, the total complexity of the MCMC detector, in term€&€dfPs, equals approximately K.
We have also confirmed that the number of CNPs, as a measuremeeatection complexity,

agrees well with the actual simulation time of the coded esyst

V. SIMULATION RESULTS

In this section, we first examine the effectiveness of theppsed MCMC detector by compar-
ing it with the noncoherent detector in [4]. The latter deteovhich we refer to as the bit-flipping
(BF) detector, is shown to be near optimal for channels withlsor moderate coherence lengths
[6]. The complexity of the BF detector, in terms of CNPs, dgua/i, where( is the number
of phase quantization, and’ = (7. — 1)M, is the total number of bits transmitted in each
block. From Section IV, we know that the MCMC detector has mplexity of 2/ X' CNPs. We
show that, forkR = 1 ~ 1.933, small values ofl such as/ = 3 give satisfactory performance
for both small values of/, = 6, for a fast fading scenario, arifl. = 30 for a slower fading
scenario. To facilitate fair comparisons, we consider olehrtoded systems using the same

channel code, which is a commonly used regular (3,6) lowsitiemparity-check (LDPC) code
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with rate R, = 1/2 and code length 0%, and the same modulation code described in Section

Il with 16QAM. The overall rate of the system, hence, equals- TgpzlleC, corresponding to
R =1.667 for T. =6 and R = 1.933 for T, = 30, respectively.

Using the same channel coded system as described above,mypamthe performance of
the MCMC detector and the BF detector. Fig. 3 shows the bireate (BER) of the coded

system versus the average energy per information bit temai® £, /N,. It relates toF; /N, by
Ly = E
Nop |dB No
noncoherent detection for every 10 inner iterations of LOfeéCoding. The maximum number of

4 — 10log,, R. To reduce the overall system complexity, we perform onaiten of

outer iterations between the detector and the LDPC decetier be 60 to ensure the convergence
of the decoding process.

Fig. 3 shows that fofl, = 6 (R = 1.667), the MCMC detector with/ = 3 performs only
slightly better than the BF detector with = 6. Note that the complexity of these two detectors
are roughly the same in terms of CNPs. Wiigimcreases to 10, at the cost of higher complexity,
the performance of the BF detector improves slightly ands wirtually the same as the MCMC
detector with/ = 3. For the case of. = 30 (R = 1.933), the performance curves of the MCMC
detector ( = 3), the BF detector withp) = 10, and the BF detector witl) = 6 are shown
as the three leftmost curves in Fig. 3. Note that with roughly same complexity, the MCMC
detector with/ = 3 outperforms the BF detector witfy = 6 by about 0.5 dB at BERK) .
Even with an increased complexity by settiQg= 10 for the BF detector, the MCMC detector
with I = 3 still performs slightly better.

TABLE |

OPTIMIZED LDPC CODE PARAMETERS FOR A BLOCK FADING CHANNEL WITHI, = 6.

Modulation R R, optimzied LDPC degree sequence
16QAM | 1.667 | 0.5 de =6,dy = [2,3,7,8],u, = [0.5843, 0.2799, 0.0947, 0.0411]
16QAM 1 03| d. =5,dy, =[2,3,7,8,22,49, 50], uy = [0.5848, 0.2818, 0.0386, 0.0778, 0.009, 0.0042, 0.0038]
8QAM 1 |04 de =6,d, = [2,3,6,7,21,22],u, = [0.5562, 0.2760, 0.0085, 0.1252, 0.0170, 0.0170]

In Table I, R is the overall transmission rate of the coded systBmis the rate of the LDPC codg, is the degree
of check noded, is the degree sequences of variable nodg§,) is the fraction of variables nodes that has degree
d,(i). The code length i8 x 10%.

Next, to further approach channel capacity, we optimizedh@nnel code to best match the
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Fig. 3. Performance comparisons of the same SISO system with the G@&tector and the BF detector in [4]

characteristics of the MCMC detector. The degree sequehtteed.DPC code is optimized by
following the extrinsic information transfer (EXIT) chaapproach in [17] and the optimized
code parameters are given in Table I. Performance of thengd channel coded system using
MCMC detection is shown in Fig. 4. FaR = 1.667, with 16QAM and an optimized LDPC
code of rateR, = 1/2, the channel coded system achieves withiv dB of the capacity limit

of 16QAM (%|min = 5.78 dB) at BER= 107%, and is2.3 dB away from the capacity limit of
the optimal input. ForR = 1, with 16QAM and an optimized LDPC code of rafe. = 0.3,

we achieve withinl.2 dB of the capacity limit of 16QAM %|min = 4.2 dB), and is1.6 dB
away from the capacity of the optimal input. When comparethtoperformance of the DISO
systems [4] atR = 1 and R = 1.5, we note that the proposed SISO system achieves a roughly
4 dB performance gain. This is consistent with our obsemwatn Section Il that, at these
transmission rates, thﬁg|min required by the 16QAM code here is about 4 dB less than that of
the modulation codes used in [4]. In Section Ill we also nbiat the]’i—;|min for 16QAM and
8QAM have similar values (differ by onlg.2 dB). For the 8QAM coded system, an optimized
LDPC code of higher rate ok, = 0.4 is used to achievé? = 1. Fig. 4 shows that the 8QAM

system performs about 0.6 dB worse than the 16QAM system.
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Fig. 4. Performance of the SISO system with optimized LDPC codesM@WMC detection forT, = 6.

VI. CONCLUSION

In this paper, we examine the performance of noncoherentnghaoded systems. We show
that transmit diversity does not necessarily enhance pedoce when there is a large gap
between the mutual information rates of the modulation sogeed in such systems and the
optimal channel capacity. This explains the interesting smmewhat surprising fact that the
proposed SISO systems significantly outperform certaird@d$stems by as much as 4 dB. While
in this work we focus on systems with single receive antem@anote that the basic principles
presented here are applicable to general scenarios wittipieuleceive antennas. For instance,
our preliminary results show that even with dual receiveeanas, systems with one transmit
antenna can still outperform dual transmit antenna systnygoying similar modulation codes
discussed here for the DISO channel. Hence, an interesimegtion for future work is to
design better modulation codes for multiple transmit améechannels that can fully exploit the
channel capacity and also allow for low-complexity detattiThe proposed MCMC detector
achieves excellent performance for the SISO channel witexplicit channel amplitude or phase
estimation. We believe that it will be instrumental in fa#eiling efficient implementation of the

capacity-approaching noncoherent systems for multipterara channels.
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