2416 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 44, NO. 6, OCTOBER 1998

Information Theory and Communication Networks:
An Unconsummated Union

Anthony Ephremideskellow, IEEE and Bruce HajekFellow, IEEE

(Invited Paper)

Abstract—Information theory has not yet had a direct impact measure, but also as a parameter that may control and affect
on networking, although there are similarities in concepts and the fundamental limits of the rate—accuracy tradeoff.

methodologies that have consistently attracted the attention of In fact, part of the reason why information theory did not
researchers from both fields. In this paper, we review several '

topics that are related to communication networks and that have 90 far enough in providing a solid theoretical foundation for
an information-theoretic flavor, including multiaccess protocols, networking is the urgency for rapid resolution of practical

timing channels, effective bandwidth of bursty data sources, network design problems that has contributed to the creation of
deterministic constraints on datastreams, queuing theory, and ap gnti-intellectual bias in parts of the networking community.
switching networks. . . .
At the same time, information theory has not done much to
Index Terms—_Communication networks, effective bandwidth, dispel that bias.
multiaccess, switching. During its early development, information theory did con-
sider multiuser systems [1], [2] and much of the subsequent
|. INTRODUCTION work on such systems tried to capture (and did) many of
NFORMATION theory is the conscience of the theory o?he flundrz:lmentlal dlﬁeregcerz]s beftV\;]eenhthe glai5|cal,|§tand-ﬁlone,
communication; it has defined the “playing field” withinSingle-channel case an that of the shared channel in multiuser

which communication systems can be studied and understop¥Stems. For gxample, It was reahz_ed that although feedback
It has provided the spawning grounds for the fields of codinfO™ the receiver to the source did not have an effect on
compression, encryption, detection, and modulation, andChannel capacity in single-user memoryless systems, it did
has enabled the design and evaluation of systems whbéve an effect in the case of mquusgr systems [3]. But, st|II,.
performance is pushing the limits of what can be achievelfl® Study of these systems has continued to be conducted in
Thus it constitutes a scientific success story of almost unp#te restricted framework of nonbursty and delay-insensitive
alleled proportions to which we pay tribute during this goldeROUrces.
anniversary year of its birth. In this paper we will not address multiuser information
However, information theory has not yet made a comparaBféeory, which is reviewed elsewhere in this issue [4]. Yet,
mark in the field of communication networks, the Sistéhere is a major need for a better synthesis between multiuser
field and natural extension of communication theory, that i8formation theory and the networking topics discussed in the
today, and is likely to remain for many years, the center sequel.
activity and attention in most information technology areas. In the past few years, the impact of the development of
The principal reason for this failure is twofold. First, by focuswireless systems, such as cellular networks, on information
ing on the classical point-to-point, source—channel-destinatidveory has been to steer the attention of its powerful principles
model of communication, information theory has ignored thend techniques toward the deeper significance of feedback
bursty nature of real sources. Early on there seemed to ib®rmation, in the form of channel measurement, and its effect
no point in considering the idle periods of source silenaen the choice of adjustable parameters such as transmission
or inactivity. However, in networks, source burstiness is thgower and rate. But even in this case, the main thrust of
central phenomenon that underlies the process of resoutite work continues to ignore the intrinsic role of delay and
sharing for communication. Secondly, by focusing on thsurstiness. Nonetheless, it has spawned the rapid development
asymptotic limits of the tradeoff between accuracy and rate of the field of multiuser detection (see [5] in this issue
communication, information theory ignored the role of delagind, for a more thorough account, [6]). In a sense, both
as a parameter that may affect this tradeoff. In networkingultiuser information theory and multiuser detection theory
delay is a fundamental quantity, not only as a performanggpresent major forays of information theory toward the field
of networks that, so far, have revealed insights but have not
Xlaguicript_ cr‘ece_ived_Iaet;]emtt;er 9, 1997 rfe\éilsed _Me?yE4, 1998. ; yet produced the deep breakthrough that will have the same
Insti.tutg f:)ermslyitserlriswll?teste;rch?’ﬁr:tiyeigitt; of Ggrgfgnd,ngg;gzrén%;rll, I\t/lrgeflmtlve |mpa_ct o_n networkl_ng as it did on sm_gle pom_t-to-
20742 USA (e-mail: tony@eng.umd.edu). point communication. We will not be addressing multiuser
B. Hajek is with the Department of Electrical and Computer Engineerindetection theory here either. It represents a distinct, self-
and the Coordinated Science Laboratory, University of lllinois at Urbana- . . . [ .
Champaign, Urbana, IL 61801 USA (e-mail: b-hajek@uiuc.edu). sufficient field that, nonetheless, has intrinsic connections to
Publisher Item Identifier S 0018-9448(98)05286-9. both multiuser information theory and networking.

0018-9448/98$10.001 1998 IEEE



EPHREMIDES AND HAJEK: INFORMATION THEORY AND COMMUNICATION NETWORKS 2417

Just as communication systems were designed and beiltitched telephone network that was, by and large, conceived
during the pre-Shannon years based mostly on heuristio§, and operated as, a conglomeration of individual point-to-
empirical knowledge, and partial dependence on theories mfint links. The origins of the ideas of message and packet
related fields (such as propagation, filtering, etc.), it is fagwitching that have transformed the way communication net-
to say that today communication networks are designed amdrks are thought of, can be found in the emergence of
built based on similarly inadequate principles and techniquesmputer communication and the interconnection of the, then,
And, yet, there is increasing evidence that the catalytic (almast-called, interface message processors. Among the first who
messianic) effect of Shannon’s work on point-to-point conformulated the backbone elements of packet-switched net-
munication may be brought about on the field of networkgorking was Kleinrock who, first, in his original work [7]
as well, either by the elaboration and enhancement of tit was based on his Ph.D. dissertation and, subsequently,
same fundamental ideas of information theory that causkdhis two-volume book [8] on queuing systems, popularized
the revolution that started in 1948, or by some novel ardany of the innovative intricacies and challenges of com-
revealing breakthroughs of a different kind that are, howevénunication networks.A substantial volume of other work
just as likely to come from information theorists or peoplé the late 1960's and early 1970’s [9]-[15], mostly by
with information-theoretic training and background. computer scientists and engineers, and the global interest

This assertion is based on the fact that some of the m@&$t the still embryonic, but rapidly growing, field led to the
influential and far-reaching advances in the field of networkormulation of the seven-layer Open System Interconnection
ing, as well as some of the most intriguing observatiod®SI) framework and to the useful, at the time, separation
about network behavior, originated from information theoretween the physical, the link, and the higher layers.
scientists. It should be remembered that for the first twenty There is a strong revisionist feeling today with respect to
years, or so, of information theory, very little was actuallyhe notion of layering. It is increasingly realized that the
accomplished in bridging the gap between theory and practiR@ginal convenience and structure provided by the layering
in point-to-point communication. concept is superseded by the inherent coupling between the

It is the intention of this paper to document this asseldyers in almost every aspect of network operation. The
tion and to describe in more detail the relationship betwed@fificiality of layer definition is apparent in some cases and
information-theoretic ideas and networking. Thus although ti§@ncealed in some others. A case in point is that the original
final chapters of the impact of information theory on networl&even-layer OSI model left no natural place for multiaccess
ing have not been written yet, we intend to review what h&gechanisms, yvh|ch_ parallel certain physical, link, and network
been achieved so far, inadequate and incomplete thoughte¥er mechanisms in the OSI model.
may be, but to also speculate about the powerful potentia|NonetheIess, the layered framework of network study has

of information theory to shape the future of communicatiofi€/Ped considerably in isolating individual networking prob-
networks. lems that have been successfully attacked. Interestingly, in

way, the layering idea is first found in Shannon’s work.

The paper is organized as follows. The next section reviels - He
early work. Section IIl discusses timing channels and relatatannon clearly conveyed that the discrete, digital channel that

topics, that include the protocol information needed to propef;fg studied is a layer above the underlying physical, analog
identify packets, and the existence of covert channels assd@iannel and ';he process of channel coding LS a,lai/fr belc|>(w
ated with the timing of signals or packets. Section IV reviev\g'e process of data compression. It is a pity that, in his work,

two methods for quantifying the effective data rate of a burs?“annon did not expand on this concept. It might have saved

source, that are similar to the use of entropy and rate-distortign/®t Of time for networking researchers who, in a sense,
functions as measures of effective data rates. One method&gvented the concept and first implemented it in an awkward
based on the theory of large deviations in queues, and ﬁ%mework.

other on a calculus of deterministic constraints. Section V

discusses the problem of random multiaccess communicati&n, Protocol Overhead

in which information plays a key role in a distributed setting. The first to recognize the significance of networking to
Two works combining aspects of multiaccess and informatighformation theory, both in terms of the challenges as well as
theory are discussed. Section VI briefly discusses queuitt@g opportunities it presented, was Gallager who in 1973 [16]
theory and its relation to information theory. Section Vlbffered a clear vision of the natural connection between the two
discusses switching networks. The theory of basic switchirgeas: And he was the first to point out the fundamental signif-
network design is intertwined with information theory, and

switching networks form the heart of the nodes within large'The serendipitous presence of Claude Shannon in Kleinrock's Ph.D.

communication networks. Section VIl concludes the papg?fense committee may have been the forecaster of the bond between the

ith a look to the fut wo fields.
Wi Toor To The e 2We do not consider Shannon’s work on the two-way channel [17] to be a

genuine grasp of networking; this may be a debatable point, however. If we do
Il. EARLY WORK accept that it does, then, again, Shannon must be credited with the prophesy
of almost all aspects of the field of communication. It is also interesting to
A. Network Layers note that in [18] (as well as in [19] and [20]), a first look at max-flow min-cut
L L . ._relationships is provided; thus the notion of flow approximations, widely used
The prlnC|paI communication network that existed du”ng network studies, was again, first noted by Shannon (among others). This

the formative years of information theory was the circuitrotion was pursued further by Elias in [21].



2418 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 44, NO. 6, OCTOBER 1998

icance of source burstiness and its relationship to informationllision detection). To this day, the basic problem of access,
rate. In his landmark paper [22] on the subject, he considerdit was so brilliantly illuminated by Abramson’s ALOHA
a simple multiplexer of a finite number of sources, eadldeas, remains generally unresolved although quite thoroughly
of which was transmitting symbols from a ternary alphabeiderstood. The beauty of the ALOHA protocol was enhanced
(0, 1, ¥), where ¢ indicated idleness and, therefore, did naby Abramson’s method of analysis, described in Section V.
carry message information. The critical observation was that,It should be noted that there is no aspect of information
nonetheless; did carry information. It carried the “messagetheory that is directly involved in the entire story of ALOHA
start” or “message-end” information and was, therefore, @md random access. Still there is a flavor that is unmistakably
important participant in the information output of the sourcénformation-theoretic in the formulation, exposition, and in-
By assuming geometrically distributed message-lengths atedpretation of this simple protocol. The ability of the model
idle-period-lengths and independence among the sourcestheapture what is essential in the contention process brings
computed the entropy of the sources, and hence the chartpeamind the familiar models of the binary-symmetric channel
capacity needed to transmit the generated information wiBSC) or the additive white Gaussian channel (AWGN), or,
constant delay. The surplus (over the mean rate of data bitser, the multiaccess adder channel, all of which share with
was due to the “start” and “end” information inherently genALOHA the same simplicity and predictive power.
erated by the transitions between the “on” state and the “off” The explosive spread of interest in the collision channel
state. Gallager called this surplus the “protocol” informationmodel and the problem of multiaccess communication that
since it represented the overhead price that had to be pAisckamson’s work generated, led naturally to sophisticated
to accommodate the multiplexing of the bursty sources. Tlaed detailed analyses of modifications that would guarantee
remarkable result is that this information can dominate the totthbility, and to an eventual refinement and redefinition of the
transmitted amount of information. This work is discussed iproblem that identified its connection to the problem of group
more detail in Section IIl. testing or collision resolution. The area is briefly reviewed in
The key contribution of that early work was to show tha$ection V of this paper.
even in the simplest of networks the need of overhead protocol
information can expand significantly the amount of needed
resources. This observation provided crucial conceptual alRd Routing

quantitative explanation to the alarming experience of early Another early landmark in the history of contributions to
network engineers who found that their designs sometimes fge field of networks by information theory (or information
quired that each packet carry a substantial amount of overhegégbrists) is the resolution of the question of minimum-delay
bits, and so appeared to be very inefficient. routing in packet-switched, store-and-forward networks. In
However, there has been almost no impact of this WOk network of fixed topology and given source—destination
on the design of practical systems. The reason is that theéde pairs with associated input traffic levels, the (very
actual overhead inefficiency of most currently used netwogtactical and important) question was to determine the optimal
protocols is so large that the portion of overhead that handi@fting paths that yield minimum weighted total average delay.
burstiness is relatively limited and thus tolerable. This is N@lor clear imp]ementation reasons (to reduce state-information
to say, however, that the timing overhead idea will not finjitency and overhead and to ensure improved survivability and
application at some point in the future. robustness) dynamic and distributed solutions were preferable.
In [24], Gallager presented a concise and direct formulation of
i the problem accompanied by an elegant solution that permitted
C. ALOHA and Multiaccess Protocols each node, based on simple periodic information exchanges
At about the same time another early contributor to informavith its neighbors, to determine the best next step in the
tion theory, Abramson, proposed a simple idea that, perhggsth of each “commodity” (i.e., source—destination pair). The
because of its simplicity and its potency, had a major impagtoposed algorithm yields convergence to the optimum and is
on the entire field of multiaccess communication [23]. Coreven able to successfully “chase” a shifting optimum provided
fronted with the practical difficulty of ensuring access to ththat conditions in the network (such as input traffic and
mainframe computers of the University of Hawaii by terminal®pology) change at a rate less than the convergence rate of
located in the outer islands of the state, Abramson proposed the algorithm.
simplest of ideas—pure random access. Eventually known adt was realized soon after the publication of [24] that
the ALOHA protocol, the simple scheme of attempting tran$sallager’s algorithm is an independently derived solution to
mission randomly, independently, distributively, and based @nspecial case of convex optimization problems eminently
simple quantized feedback from the receiver, fertilized (if natudied and analyzed by Bertsekas [25]. This realization led to
created) the field of local-area networks (whether radio-bastn collaboration between these two authors that produced the
or cable-based) and triggered an avalanche of work on wiaddssic text on networking [26] that summarizes the field in the
came to be known as the multiaccess problem. Subsequentipst complete and scientifically sound fashion. The algorithm
sophisticated schemes were proposed that combined ideasrajinally proposed in [24] and modified accordingly in [25]
fixed allocation (such as TDMA or FDMA), with reservationds compatible with the class of distributed Bellman—Ford-
and contention to create the familiar protocols of Carrigype algorithms [27] and charts a journey in the connection
Sense Multiple Access (CSMA) and CSMA-CD (CSMA withbetween networking and distributed algorithms, graph theory,



EPHREMIDES AND HAJEK: INFORMATION THEORY AND COMMUNICATION NETWORKS 2419

and optimization. It is ironic that the relationship between For example, a datastream generated by a bursty source
communication networks and control system methodologyuld consist of data bitsO and 1's), interspersed with
(another, not fully explored and exploited relationship) thatrings ofi’s representing idle time slots. The information rate
has been identified in [28] as well as in several subsequeatuired to reconstruct the source exactly is not just the mean
publications and forums [29], was actually first pointed ougrrival rate of data bits, but is equal to the entropy rate of the
through [24], by information theorists. source viewed as one with the ternary alphafgetl, }.
Information theorists played a part in the origins of the field Gallager realized that constant delay reproduction of packets
of distributed network protocols. Early in the implementatiois too strong of a requirement, so he explored the protocol
of packet switching networks it became clear that protocols argormation required to reconstruct a sequence of packets
needed to coordinate a network. For example, upon startugthin a certain mean delay. This gives rise to the formulation
each node in a network might first learn the identity of itef a rate-distortion problem, where the distortion measure
neighbors. Then through message passing, a spanning tsemean delay, and the rate is the protocol information per
might be discovered by the nodes in order to serve aspacket. The source generates packets according to a Poisson
backbone for the passing of control information. One basgint process of specified rate, and the protocol must convey
question, quite natural for an information theorist, is whaiufficient information per packet to enable reconstruction of
sorts of things are possible. For example, if nodes can entiee packets with specified mean delay. It is also assumed that
and exit a network, and if routing tables are to be maintaingolackets are presented at the destination in order, and that each
is it necessary to use sequence numbers? (The answer ispaicket is presented at the destination only after it is generated
[30].) Another basic question, quite natural for an informatioby the source. For example, the time axis could be divided
theorist to ask, is, “How many messages must be passedri® intervals of length2D, and all packets arriving during
accomplish a task.” This is known as the communicatiagach such interval could be delivered at the destination at the
complexity. For example, the paper by Gallaggral. [31] end of the interval. Then the required protocol information per
gives an efficient distributed algorithm for finding a minimumpacket related to arrival times would simply be the entropy of
weight spanning tree given weights on the edges-connectiing number of arrivals per period divided by the mean number
nodes. of arrivals per period. Note that the output would not determine
There has been much more in the brief history of networkirtge exact arrival times. A different rate-distortion function for
that can be attributed to information-theoretic thinking. MucPoisson processes was defined and identified by(V&2].
of it is reviewed in this paper. What is even more interesting is Even if enough protocol information is provided to identify
what has not yet been done that can be done by informatiane packets at the destination within a specified delay, such
theoretic methods. We attempt to provide some glimpses delay may be unobtainable due to the possible queuing delay
some of these opportunities as well. experienced by bursty datastreams transmitted by constant-rate
transmitters. This issue is addressed in Sections IV and VI.
The flip side of the coin is that timing can be used to convey
Il TIMING CHANNELS information. For example, if a source can make use of the
There are interesting connections between information tHéree symbols{0, 1, ¢}, then through coding it could send
ory and the timing of packets in a communication network. Weformation at ratdog, 3 ~ 1.585 bits per channel use. The
first mention a source-coding problem and then some chanragtual capacity of this channel is thus higher than the naive
coding problems that arise in connection with timing. Early ithought that at most one bit per channel use can be conveyed.
the development of computer communication, asynchronoliissome situations, the information-carrying capacity hidden in
communication emerged in which data is sent in packegsacket timing can be undesirable. For example, suppose that
A packet is a finite sequence of bits. Typically, packetn agent is only authorized to send (or only pays for sending)
generated by a source in a communication network are particular types or amounts of information. The packets sent
be reproduced at a destination. This necessitates the hgethe agent might be monitored. However, the agent could
of some mechanism such as start or stop flags, or headeassmit additional information covertly by encoding it into
indicating packet length, or synchronization and fixed pack#te timing of packets.
lengths. In a pioneering paper, Gallager [22] quantified the Another example of a timing channel is the phone-ringing
amount of protocol information per packet that is needethannel. One party can convey information to a second party at
for reconstruction of the packets at the destination with r@ charge. The second party never answers the phone but only
specified mean delay. Gallager took the interesting stance thidiserves the times that it rings, that are controlled by the first
“to an information theorist, a protocol is a source code fqrarty so as to convey a message (see [33] for a mathematical
representing control information.” For example, if the delaformulation and capacity result). A so-called two-ring, four-
per packet is to be identically constant, then the protocol mustg answering machine conveys information in the reverse
convey not only the values of the bits within the packets, bdirection as follows. It answers after four rings if it contains
it must also convey the generation time of the packets and #uey unplayed messages, and after two rings otherwise. When
packet lengths. As pointed out in [22], if the packet length@icking up messages remotely, the owner hangs up after three
are small compared to the random interarrival times, then thirgs, knowing there are no unplayed messages.
protocol information required per packet can far exceed theOne countermeasure for covert communication is to in-
mean number of data bits in a packet. troduce “timing noise” into the communication channel. A
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device that randomly delays packets could be inserted on lallv client carefully submits jobs to the queue and observes
output lines in an effort to mask timing information. Ondhe sequence of response times. From the response times, the
possible device is a simple single-server queue with randdow client can learn the message that the high client intended
service times. In fact, the Shannon capacity of the single-sertercovertly send.

gueue with service times that are independent, identicallyln another scenario, the low client sends a datastream to the
distributed random variables with some fixed mgarwas high client. (The data sent need not be covert—the point of
recently identified by Anantharam and Verf83]. They found the multiple-level security is to prevent information exchange
that the capacity of such a queue, when over the long rimthe reverse direction.) On the high side of the system there
packets transit the queue at raigis given by the surprisingly is a finite buffer into which the data is first placed, and later it
simple formulaC()\) = A log(p/A) for 0 < A < p. This s taken up by the high client. Suppose there is some protocol
capacity tends to zero as eith&rtends to zero (since thenthat gives feedback from the high side to the low side in order
there are few packets to convey information))otends toi;, to acknowledge receipt of the data, or to warn the low side
since then the queue is nearly always full of packets so thdient to slow down because the buffer is nearly full, or to
the time between outputs is often just that of the service tinnetify the low side client that the buffer did overflow and
distribution. Remarkably, the capacity of théd//1 queue drop packets that must be retransmitted. Again, the question
does not increase with feedback information. In addition, i§, can the high client send information to the low client? Yes,
the exponential service time distribution is replaced by anothiése high client can carefully choose when to read data from
with the same mean, then the capacity cannot decrease [38% buffer, which influences the feedback messages from the
The Shannon capacity of a discrete-time queue is addresbégh side buffer to the low side client. In this way the high
in [34] and [35]. side client can convey messages to the low side client.

As an aside, we briefly note an application of [33] to the In either of the above scenarios, the existence of other clients
source-coding problem of [22]. Given a ratdoisson process that are not participating in the covert communication could be
of packet arrivals and a mean delay constraihtthe rate- considered to cause noise on the covert channel, giving rise to
distortion problem of [22] involves randomly delaying thesubtle and complex multiuser communication channels [39].
points by at mosD on average, in such a way as to minimize To summarize this section we note that there is much to the
the mutual information per packet between the input arleory and practice of timing information and timing channels
output streams. One could simply try taking the single-serveshich remains to be understood, especially in network sce-
exponential queue as the delaying mechanism. The service rgos. Additionally, information-theoretic ideas can play an
p should be selected to he = A + 1/D, so that the mean important role in providing such understanding.
delay induced by the queue . The mutual information
between input and output, divided by the input rate, is thus IV. TRAFFIC MODELING
Rx(D) = log(1 + 1/AD). This is an upper bound on the
rate-distortion (where distortion is delay) function of [22].
For small AD this bound asymptotically coincides with thePact ) .
lower bound on the distortion rate-distortion function given b affic carried by networks. The work aims to account for
Gallager, therefore eliminating a small gap left in his pape e bursty nature of many data sources. In this section, two

However, for large\D a bound in [22] is smaller, indicating concepts arising in this work that strike us to be particu-

that the single-server exponential server queue is not a mutd%ﬂy close to the ideas and principles of information theory

information minimizing delay mechanism for a Poisson inptﬁre reylgwgd: th? effectlvg bandwidth of datastreams, and
source eterministic traffic constraints.

There are many less obvious examples of covert comm Recently, there has been a keen interest in accounting for

nication channels within distributed computing systems aﬁ ° o_bs_ervatlons of many studies O.f '_crafﬂc n r_eal networ_ks,
computer networks. For example, a multiple-level securit?at |.nd|cate that datastrea_ms gxh|b|t sglf—5|m|lar behavior.
system is to offer services to clients with different levels o hat is, the random fluctugtlpns in the arrival ratg of packgts
security. There may be two clients, one low and one high, aRgpPears to t.’e nearly statistically the same on different time
the system should restrict, and ideally completely prevent, tﬁ%ale% ranging over seyeral'orders of magnitude. We t(.)UCh
flow of information from high to low. One scenario is know on this development briefly in the context of the effective

as the computer processing unit (CPU) scheduling channel,g}%dw'dth qf a self-similar Gauss_lan source. _An extensive
dates back to [36] and [37]. (See [38] for more background aﬁgnotated bibliography on the subject is given in [40].
citations.) Both clients submit tasks to their respective queues, ) )

one low queue and one high queue. The tasks are served By &ffective Bandwidth of a Datastream

single processor, that divides its service among the two queue®ne of the primary goals of information theory is to identify
in a round-robin fashion. Each client observes the completitime effective information rate of a data source. The entropy or
times of the jobs that it submits to the queues. The questitite rate-distortion function of a data source may be thought
is, can the high client send information to the low client®f as such. The theory of effective bandwidth, described
The answer is clearly yes. The high client, depending on what this section, has a similar goal. The word “bandwidth”
message it wants to send to the server, carefully controls ibein this context an entrenched misnomer for data rate.
times that it places jobs in its own queue. For its part, thEnother connection between the theory of effective bandwidth

There has been an extensive effort since the inception of
acket-switched communication networks to characterize the
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of datastreams and information theory is that much of the The complementof A relative to R_{ is convex. Letn*
theory of effective bandwidth is based on large deviatiorise on the boundary afl (think of n* as a “nominal” value
theory, which intersects Shannon’s theory of informatiomf the vectorn). A polyhedral subset of4, delineated by
Moreover, more direct connections between the theory afhyperplane tangent to the boundary 4fat n*, is given
effective bandwidth and Shannon’s theory of information atey A(s*), where s* achieves the minimum in (3). Thus any
possible. For example, perhaps an “effective-bandwidth verstector n € Z _{ satisfying

distortion” function can be computed for some nontrivial

sources. J
A major way that the theory of effective bandwidth differs > njai(st) < C - l* ©)
from the Shannon theory is that it treats the flow of data bits j=1 y

as it would the flow of a fluid. The values of the bits are not
especially relevant. The idea is that individual connections 8atisfies the quality-of-service constraint. OnCe ~, and
datastreams carried by a network may be variable in natusé. are fixed, the sufficient condition (5) is rather simple.
The data rate of each source may be constant in timeabuThe numbera;(s*) is the effective bandwidth of a typg
priori unknown, in which case we suppose the rate of suchc@nnection, and’ — v/s* is the effective capacity. Condition
source to be random. Or the sources can have time-varyi3) is analogous to the condition in classical information
rates. Suppose many variable datastreams are multiplefe@ory that ensures that a particular channel is capable of
together onto a line with a fixed capacity (measured in bits pe@nveying several independent data sources within specified
second). Because of statistical multiplexing, the multiplexé@verage distortions, namely, that the sum of the rate distortion
has less work to do than if all the datastreams were sendiigjictions evaluated at the targeted distortions should be less
data at the peak rate all the time. Therefore, a given datastre@@n or equal to the channel capacity.
has an effective bandwidth (that depends on the context)A caveat regarding the use of (5) is in order: for large values
somewhere between the mean and peak rate of the strean®f s* the value ofa;(s*) can be very sensitive to variations
To illustrate the ideas in the simplest setting first, we begif the upper tail of the distribution ok ;.
by considering a bufferless communication link, following Hui As long as the random variableX;; are not constant,
[41], [42]. The total offered load (measured in bits per seconie functiona; is strictly increasing, and ranging from the

for example) is given by mean, E[X,;] ass — 0, to the peak (actually the essential
Iy supremum,sup{c: P[X;; > ¢] > 0}) of X;. Note that
X = Z Z X the effective bandwidth used depends on the variatile

Such dependence is natural, for there is a tradeoff between
, i , the degree of statistical multiplexing and the probability of
where.J is the number of connection types; is the number ,erjoad, and the choice of the parametércorresponds to

of connections of typg, and.X;; is the data rate required bygejecting a point along that tradeoff curve. As the constraint on

the ith connection of typej. Assume that the variableX;; he overflow probability becomes more severe, a larger value
are independent, with the distribution of each depending only .« ;g appropriate. For example, 4f is very large, then the

on the indexj. If the link capacity isC' then the proba}bility of sets.A(s) are nonempty only for large, so that the choice
overload,P[X > (7], can be bounded by Chernoff's inequalityy¢ .+ g also large, meaning that the effective bandwidths will

J be near the peak values.
log P[X > C] <log E[e*X =5 anaj(s) -C The setdn Z{, whereA is defined in (3), is only a subset
j=1 of the true acceptance regio#,, defined by
1)
where o;(s) is given by A, ={n € Zi: log P[X > C] £ —v}.
1 . s X5
aj(s) = s log Be™1]. (2) However, the sets{ and.4, are asymptotically equivalent in

(The bound (1) is trivial in caser;(s) = +oo for some the following sense. Letl/C (respectively,A,/C) denote the
j.) Thus for a given value ofy, the quality of service set.A (respectively,4,) scaled down by a factar’. Note that

constraintlog P[X > C] < —~ is satisfied if the vector A/C depends QIC and~ only through the ratia”'/~. Then
n = (ng, -+, ny) lies in the region the Hausdorff distance between the sdi&” and.A,/C tends

to zero asC' and~y tend to infinity withC'/~ fixed [43]. This

;. ol follows from Crangr’s theorem (see [44]), to the effect that
A=qne Ry me Z nja;(s) = C || <—v Chernoff's bound gives the correct exponent.
j=t So far, only a bufferless link confronted with demand that
= Us A(s) (3) is constant over all time has been considered. The notion

of effective bandwidth can be extended to cover sources of

data that vary in time, but that are statistically stationary
J J and mutually independent [45]-[47]. Léf;;[a, b] denote the
Als) = {n € Ry: Z”J%’(S) <C- (4)  amount of data generated by thik connection of typg during
g=1 an interval[a, b]. We assume that the proce&sis stationary

where

w2
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in time. Set The above approximation simplifies considerably in the case
that the datastream rate is Gaussian. In particular, suppose

o 1 N SX{j[O, t]
aj(s, t) = St log Efe J- (6)  aiso that there is only one class of customers (so we drop the

For ¢ fixed, the functiony; is the same as the one-parametépdexj and letn denote the number of connections) and that

version of ; considered above, applied to the amount dpr eachi, X;(0, 1] is a Gaussian random variable with mean
work generated in an interval of lengthBeginning with the At and variancé/ (t). The corresponding effective bandwidth

well-known representation of Loynes for the stationary quedignction isa(s, ¢) = A+ sV'()/2¢. Inserting this into (9) and

length then performing the minimization overyields that
) . (=Xt +b)?
Q(0) = ?gg X[~t, 0] - tC log P[Q(0) > B 7’LlIt1f VD) (10)
B whereb is the buffer space per connection (Bo= nb) andc
we write is the capacity per connectiqiC = nc).

SupposeV (t)/t?H converges to a finite constanf ast

log P[Q(0) > B tends to infinity, whereHd, known as the Hurst parameter,

= log P[igg {X[-t, 0] - tC} > B] (7) typically satisfiest < H < 1. If H = 1, we see the process
= does not exhibit long-range dependence. In particulai if
~ o log PLX[~¢, 0] - tC' > B] () has independent increments (therefore the increments of a
B 5 Brownian motion with drift\ and diffusion parametes?),
. o _ thenV () = 0%t and moreover (10) holds with exact equality.
sup nip Stz_:l nje(s ) =s(BHIC) - O) i 5 S 1 (out still H < 1) then the critical time scale
IJ_ _t* is still finite. That is, even in the presence of long-range
The symbol " used in (8) and (9) denotes that the ratiglependence, the critical time scale is still finite in the limiting

between the quantities on either side of it tend to one. Thisgime of C, B, and» tending to infinity with fixed ratios
asymptotic equivalence is justified by limit theorems in at leagimong them [48]. The value oF () for ¢ larger thant*

two distinct regimes: 1) the buffer size tends to infinity with - therefore does not influence the approximation.

n andC fixed and 2) the elements of the vectarthe capacity  See [43] and [49] for extensive surveys on effective band-
C, and the buffer spac® all tend to infinity with the ratios width, and [40] for a very extensive bibliographic guide to
among them fixed. Under either limiting regime, the line (&elf-similar datastream models and their use. The paper [50]
is justified by the fact that the probability of the union opresents significant bounds and analysis related to notions of
many rare events (with probabilities tending to zero at varioggjuivalent bandwidth with a different terminology. Finally,
exponential rates) is dominated by the probability of the mogie paper [51] connects the theory of effective bandwidths to

probable of those events. The line (9), which represents #irmodynamics and statistical mechanics.
use of the Chernoff bound as in (1), relies on the asymptotic

exactness of the Chernoff bound (Ciers theorem or more B. Network Engineering Through Traffic Constraints

?heenoer;arlnl?zrlgdj) deviations principles such as trigtaer-Ellis An alternative to treating datastreams with statistical meth-

Equations (7)—(9) suggest that the effective bandwidith to 8%5 is to impose deterministic c_or_1§tra|nts on the_data admitted
. : . iy . ox . Into the network. The responsibility for respecting the con-
associated with a connection of types «;(s*, t*), wheret

; . . - . straints might lie with the end user, or it could be policed at the
achieves the supremum in (9), asfdachieves the minimum in : . . .
. N . . network entry points. The selection of which constraints would
(9) for a nominal value.* of n. The approximate condition for

. . . : i be imposed on a particular datastream would be done at the
meeting the quallt)’/k-(_)f-serwce requiremelng P[Q(0) > B time a connection is requested, possibly in conjunction with
< —~ for n nearn* is then

a pricing mechanism. In return, the network should be able
J . v to provide a guaranteed quality of service (such as specified
anaj(s 1)
=1

This region scales linearly in if n*, B, andC scale linearly

prrn maximum transit time) for a particular connection. The type
of constraints used should satisfy the following requirements.
in v, and asymptotically becomes a tight constrainyas oc.
The valuet* is the amount of time that the system behaves in

an unusual way to build up the queue length just before the
queue length exceedB. The quantityC + B/t* — v/s*t*

is the effective capacity of the link. Following [48], we
call t* the critical time scale. In the first limiting regime,
described above; tends to infinity, so the effective bandwidth
becomesy; (>0, s*). Use of the Grtner—Ellis theorem of large

B
§O+t—*—

Flexibility: The constraints should allow for a controlled
degree of burstiness on the part of data sources.

Easy to Enforce or Monitor:Should be easy to police

a datastream (through dropping or delaying part of the
stream) to produce an output stream satisfying the con-
straints. Also, it should be easy to determine whether a
datastream is meeting a particular declared set of con-
straints.

deviations theory allows the limit theorems in the first limiting
regime to be carried out for a wide class of datastreams with
memory.

Operational Significance to the Networlk:should be pos-
sible for the network to exploit the constraints on admitted
datastreams in order to deliver performance guarantees.
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This may entail, for example, providing end-to-end delagre given in [58], and a notion of equivalent bandwidth for
guarantees by bounding the delay for each device or lidlatastreams satisfyin@, p) (and peak) constraints is given
transmitted. in [59].

A popular datastream constraint, introduced by Cruz in [52] V. MULTIACCESS COMMUNICATION
and [53] is the(o, p) constraint, defined as follows. Consider a
datastream described by a functipi(¢): ¢ > 0), where R(t)
denotes the amount of data generated up to #ma&ssume
that R(0) = 0, and thatR is right-continuous. ClearlyR is
nondecreasing. Let > 0 andp > 0. The stream? is said to
satisfy the(o, p) constraint if

The problem of multiaccess communication arises in the
consideration of the simplest possible, nontrivial multiuser
system. A common receiver is accessed\bgources through
a common channel. The principal motivating practical ap-
plications are i) “cable” local-area networks and ii) “radio”
local-area networks. In either case, the main ingredient of the
R(t) — R(s) < o + p(t — s) whenevers < t. problem is the contention among the sources and the need to
share the channel resource.
We discuss briefly why this particular constraint satisfies the The approach taken by multiuser information theory is
requirements above. to consider theN sources as abstract digital emitters that
First, regarding flexibility, the constraint allows a stream tgroduce bits at constant ratés, R, ---, Ry, and to aim
contain an occasional burst of size as long as in betweenat characterizing the region of values of the’s that (with
the bursts the data rate falls belgwenough. Secondly, in appropriate encoding) permit error-free communication to the
order to enforce 4o, p) constraint, or to monitor a datastreanfeceiver. This approach is amply explored elsewhere in this
to see whether it is in compliance with the constraint, a stgsue [4].
called “leaky bucket” regulator can be used. A leaky bucket An intermediate approach, taken rather recently by re-
regulator operates as follows. Imagine a bucket that holgéarchers who are motivated by the cellular communication
tokens, such that tokens arrive at rateTokens that arrive paradigm, continues to consider nonbursty, continuously trans-
to find the bucket full are lost (this represents the leakir@itting sources, but it gives up the asymptotic approach of
from the bucket). Data packets that arrive at the input of ttiaultiuser information theory. It focuses on finite performance
regulator instantaneously take a token from the bucket wighiteria and goals. This approach has become known as the
them and then pass through the network. However, if no tokeéiltiuser detection theory approach to multiaccess communi-
are available in the bucket for a given data packet, then thation. It is also explored elsewhere in this issue [5]. The key
packet may be queued until a token becomes available, or fidion is that, in principle, it is possible to improve upon the
packet may be simply dropped. In practice, the scheme canfiggformance of the traditional matched-filter-based receivers
implemented by using a single counter, that is incrementedthat are optimal in single-user, ANGN channel environments.
rate p and is decremented whenever a packet passes throlidie details of implementation become especially interesting
(as long as the counter is not already at zero). when code-division multiple-access (CDMA) signals are used,
Finally, the (o, p) constraint has operational significancavhen adaptive antenna arrays are used to provide diversity
for a network. For example, if &, p) stream passes throughtransmission or reception, and when fading channels are en-
a buffered link with a constant service rat&, then the countered.
delay at the buffer will never excee® = o/(C — p), Coding, detection, good channel modeling, source bursti-
and the output stream satisfies tife’, p) constraint for ness, and delay are all important issues. The canonical multiac-
o/ = o + pD. The basic approach taken by Cruz [52]¢ess network model described below focuses on the later two,
[53] allowed arbitrary or first-come, first-served order-ofwhereas multiuser information theory and multiuser detection
service when multiple datastreams arrive at a link. Boun#iseory focus on the first three. In the terminology of layers,
on network transit delay were derived. Parekh and Gallagée topics of this paper are more at a multiaccess (MAC)
[54], [55] showed how tighter bounds on network transit deldgyer or network layer, and the other topics are more at the
can be obtained in a network through the use of datastreghysical layer. Research on the canonical multiaccess network
constraints and generalized processor sharing (weighted roumgdel, in which data packets are dealt with as “black boxes”
robin) scheduling disciplines at network nodes. The paper [54hose internal structure is irrelevant, helped to crystallize
also introduced the important concept of a service curve, tlstme basic concepts of multiaccess communication, especially
summarizes the performance of a server using the generaliregarding bursty sources and delay. However, the physical
processor sharing discipline. The notion of service curvesid MAC cannot be cleanly separated (see discussion in
has been refined, beginning with [56], in order to provide @ection II-A), so that the areas of multiuser information theory,
calculus characterizing both sources and servers in a unifiedltiuser detection, and multiaccess networking issues are best
framework with an appealing algebraic structure. Additioninderstood or developed in concert.
ally, [57] indicates how to provide transit-delay guarantees The canonical networking model of multiaccess, considers
through the use of deadlines at intermediate nodes and earligigt-so-called collision channel as its basic resource model. This
deadline-first scheduling. Many concepts can be formulatetdannel is time-slotted (the non-time-slotted version introduces
in both a stochastic framework and in a deterministicallyonessential variations that are nowhere as significant as the
constrained framework. For example, delay bounds in a switdifferences between synchronism and lack thereof in single-
under deterministic constraints at the input and output podser channels or in channels in which the “bit-structure” of
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the packets is not ignored). The signals transmitted by tkarlier, Abramson proposed the original, simple, random ac-
sources are modeled by fixed-length packets (the bit-conteets in which a terminal attempts transmission as soon as
of which are irrelevant), each of which fits snugly withirits packet is generated and, if unsuccessful, continues to
one channel time slot. If two or more users transmit the@ttempt transmission after a random waiting period. This is the
packets in the same slot, none of the packets are corredlyOHA protocol. By assuming (incorrectly) that the aggregate
received (i.e., a collision is said to occur). The users adata process (that includes new and retransmitted data) is also
informed about the outcome of events in each slot by a vari€Rpisson of rateG and by assuming (incorrectly) that this
of feedback structures. The simplest assumes instantanepimocol yields a steady-state equilibrium, it is a trivial exercise
ternary feedback (denoted My 1, or ¢) that indicates to all to determine that\ = Ge~<. This equation captures the
sources whether the slot was unutilized or idle (denoted bgsence of ALOHA. It implies that the maximum achievable
“0"), was utilized successfully through a single, and hence sutroughput is equal te ' ~ 0.36 and occurs atZ = 1. It
cessful, transmission (denoted by, or was wasted through further implies that there is a bistable behavior (i.e., for the
a collision (denoted by¢"). There have been many variationssame value of\ there are two possible corresponding values,
of this structure (binary feedbacky-ary feedback, in which G; and G,, of the total data rate). By turning the situation
the number of colliding packets is known; delayed feedbac#tround and abandoning the stability assumption, one can still
etc.). They are adequately reviewed in [26] and [60]. These this equation to see that the actual ALOHA behavior
fundamental behavior exhibited in this model is impervious f@s confirmed by experiments) will produce a deteriorating
these perturbations. So, we focus here on the simple, terndanypughput(A — 0) and an increasing total transmission
instantaneous feedback, even though this particular modelrtensity(G — oo) as more and more terminals get “ blocked”
(at least almost) never encountered in practice. and thus slide into the retransmission mode.

The basic question was to determine allowable transmissiorThe bottom line of the ALOHA analysis is that uncontrolled
strategies of the@V sources that can achieve high aggregatandom access, in both theory and practice, is a poor performer
“throughput” with small access delay. If a magic genie coul¢ho surprise). Left alone under pure ALOHA, the system
coordinate the transmissions, then the channel would aisintegrates. With appropriate controls that stéearound
like a multiplexer with throughput one packet per slot, anis optimal values ofl, only 36% of the “capacity’ of the
the resulting delay would be caused only by congestiaollision channel is utilized. Clearly there should be better
due to possibly bursty arrival streams, rather than by theays of legislating transmission and retransmission rights to
access problenper se Without such a genie, throughputimprove performance. Indeed, for almost two decades after the
near one can still be obtained by the use of a sophisticatattoduction of the ALOHA concept, massive research (much
distributed algorithm such as an adaptive version of timef which is accounted and summarized in [60]) ensued, with
division multiplexing. However, it is believed that to achievehe goal of determining the ultimate capabilities of random
throughput near one for very larg¥, the mean delay must access; that is, determining the maximum stable throughput
also be large. over the collision channel. And, yet, the simple ideas of

The first consideration of this model by Abramson [23lhe ALOHA protocol galvanized everyone’s thinking about
made the additional natural simplification that the number ehannel access in general. And, eventually, practical and well-
sourcesqN is infinite. Such an assumption, unnatural thougperforming protocols were developed, that actually mix the
it may appear at first, is a clever and useful one in that, firsindom-access element with ingredients of reservation and
of all, it lower-bounds the performance of a finite-user systethe concept of fixed access (like the standard carrier-sensing-
(since it amounts to a pessimistic assumption that each usengltiple-access with collision-detection (CSMA-CD)). Such
packets may compete against each other). In particular, if fmotocols might not have been invented without the catalytic
a given throughput rate the mean average packet delay is firgfeects of ALOHA, even though many of the assumptions in
for the infinite V-model, then bounded delay can be achievatie ALOHA model are far from being practical.
uniformly over all large finiteN. (Researchers believe that Naturally, the first subsequent attempts centered around the
the converse is true as well, but we know of no proof ahodification and stabilization of ALOHA. Metcalfe [61] and
such a converse.) More importantly, the infinkeassumption Lam and Kleinrock [62] were the first to suggest control
permits the decoupling of the analysis from the nonessentiméchanisms that reduce the retransmission rates of individual
details of each source’s storage of incoming packets. With aources when the transmission intensity increases. Based on
infinite number of users and a finite combined offered data rate observed ternary feedback, it is possible to adjust the
of A packets per slot, each source will only generate a singlacket retransmission probability so as to kéeglose tol.
packet in its lifetime and thus there is no need to track queuiithe papers [63] and [64] independently gave the first proofs
delays at each terminal. Thus the multiaccess channel motheit finite mean delay can be achieved for the canonical
was coupled from the outset with the assumption of aggregatedel (with Poisson arrivals, corresponding to infinitg.
input data that was generated by a Poisson process ofrateSeveral other stabilization algorithms were given, including an

interesting one of Rivest [65] based on Bayesian estimation.

A. The ALOHA Multiaccess Protocol
Th . f d . h 3The term “capacity” is used here in the sense of maximum achievable
e next question was, of course, to determine the prmo%’rbughput and has nothing to do with the concept of Shannon channel

for packet transmission and retransmission. As mentionegpacity.
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The famous exponential “backoff” algorithm, that basicallyetransmission in the next slot (say, the half that corresponded
reduces the retransmission probability of a packet by a factorthe upper half of the tree); if a success or an idle occurred,
of 2 every time the packet experiences a collision, preoccupitite users in the bottom half of the tree were enabled next.
the minds of many researchers for a while. It was initially corif a collision occurred, the subgroup was subdivided again
jectured that this algorithm would stabilize ALOHA’s behaviointo two subgroups and the process was repeated. The end
but it was eventually shown that (somewhat surprisinglgf such a search through a given subset of the tree could
it did not for the case ofN = oo. For the values ofN be detected by the occurrence of two successive slots with
encounted in practice, the exponential backoff protocol astdccessful transmissions and thus, one by one, all subgroups
many other protocols are adequate, even though they woulduld be explored (with the size of each subgroup being as
lead to instability foriV = oo, or to bistability or large mean large as the feedback information would permit).
delay for very large finitelVv. Such a search was, indeed, similar to that of statistical group

In parallel, practically oriented engineers started incotesting methods that were introduced in the first half of this
porating elements of the real environment in the ALOHAentury. Soon, the partitioning method that was based on user-
protocol. For example, the ability to “listen” to the channelD was replaced by an equivalent random experiment with
and determine whether it is in use or not, should be useihary outcomes, performed independently by each user in-
to avoid unnecessary collisions. Thus CSMA was born, andlved in the collision. In this way, the method of Capetanakis
its variants, based on the values of its various parametetuld be performed on the canonical, infinite-user ALOHA
(like persistence in transmission or propagation delay) and prodel. The first results were not spectacular. The basic tree-
whether a packet is divisible or not (i.e., whether a detectegyorithm (as it came to be known) was achieving a maximum
collision can be aborted before the full length of a slot ithroughput that was slightly higher than that of ALOHA (it
wasted), were painstakingly analyzed [66] and were shownw@s, in fact,0.43). The big difference, however, was that the
yield throughput performance that did approach the limit gfrotocol was stable. So long as the input data rate was less than
1 packet per slot. 0.43, the successful throughput rate was equal to the input rate.

One difficulty with the tree algorithm (as well as with
all subsequent variations) was that it did not offer itself
B. Conflict Resolution to an elegant analysis. To track (and prove) the stability

To information theorists, however, this thinking was unsa@énd to calculate the length of the conflict-resolution period
isfying. Before understanding and exhausting the possibilitiéghich is a measure of packet delay and another quantity of
of what is achievable with the basic model, the rush to explofendamental interest in the networking view of multiaccess
its modifications (useful in practice, though the latter may bepmmunication), one had to resort to rather abstruse and
suggested lack of intellectual tenaciousness. So, it was t@nugthy derivations, the likes of which have been referred
surprising that, as a segment of the community pursued flee at times as “brute-force” methods, or as “19th century
development of practical protocols that depended on ALOH®athematics.”
to variable extents, information theorists relentlessly continuedThe ideas of Capetanakis and Tsybakov and Mikhailov
to pursue the basic collision channel model. excited the community (more so its information-theoretically

The major thrust began when Capetanakis [67] aridclined members). Several people on both sides of the Iron
Tsybakov and Mikhailov [68] adopted a radically differenCurtain started thinking seriously about this new view of
approach to the problem of retransmission, that was alsenflict resolution. Among others, Gallager, Massey, Berger,
suggested by Hayes [69] in a somewhat different contextumblet, Mikhailov, Moseley, Tsybakov, all contributed in-
Capetanakis and Tsybakov and Mikhailov explored the simpights and suggestions that led to a series of improvements to
idea that every collision should be resolved before additiorihle basic tree algorithm that gradually yielded higher values of
transmissions could be permitted. What better way to resolv@ximum stable throughput. There is little value in recounting
a collision than subdivide the sources of the collided packdteem here; in detail they were reviewed in [60], and most of
into groups and permit those groups to transmit one at a tiriteem were building blocks that helped clarify the essence of
in a TDMA fashion? Thus the connection of conflict resolutiothe splitting process.
to group testing was identified. Eventually, the most natural formulation that emerged

It may be argued that, in so doing, one mixes pure randgwarsed the packets of the different users on the basis of time
access with fixed sharing and/or reservations, depending anarrival [70], [71]. So, in slott (just after having resolved
how one views the allocation of the slots to the subgroupd collisions that were caused by packets that were generated
of the collided users. This is true; however, this is done jorior to an earlier time slot’), two parameters needed to be
response to the channel feedback, without violating the basiosen: i) the lengtk\ of the next interval to be resolved, i.e.,
assumptions of “indivisible” packets, and without introducinghe interval from¢’ to ¢ + A, so that all packets that arrived
additional features of the environment into the model. Thusat instants within that interval would form the next group that
penetrates the essence of the conflict-resolution process. would be “searched” and ii) the fraction of that interval

Capetanakis started by considering a finite number of uséhat would be searched next if a collision occurred when
(2™), with known binary identities of lengtlh. Each user all arrivals in interval(#, ¢ + A) were enabled. The search
could be thought of as a leaf of a binary tree of depth was to proceed pretty much as in the basic tree algorithm
After a collision, one half of the users were allowed to attempf Capetanakis. That is, if the channel feedback was 1,
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this marked the end of the (in this case, very brief) currenumber of collisions. A possible resolution of these somewhat
conflict resolution period. If the feedback was(collision), variable numerical values is offered by Véardn an over-

the users in the first fraction of the original interval would looked technical note [74], where the maximization problem
be enabled next. In case of collision that fraction would kie formulated in an elegant, iterative fashion that bypasses the
subdivided anew (by the same fractiat in case of success, need for complicated dynamic-programming-based reasoning.
the “enabled” interval would shift starting from + A and The result is that the FCFS algorithm with = % yields
extending tot’ + A; and in case of an idle slot, the enable@ throughput 0f0.487117, the Tsybakov—Mikhailov version
interval would start from¢’ + «A but would only extend to with o« = 0.485 yields 0.487694, and the precise calculation
the fractiona of the interval(t’ + oA, t' + A). The reason by Verdi yields 0.487760.

for the last choice resulted from the crucial observation, thatlt should be mentioned that the value @f871 obtained
was first made on Capetanakis’s algorithm, that if a collisidoy Gallager follows from a very elegant and simple argument
is followed by an idle, another collision is certain to occubased on the drift of the quantity— ¢ and also bypasses the

if the entire balance of the originally enabled subgroup, thabscuring mathematical details.

produced the collision in the first place, is enabled again. ThusAt the same time, a great deal of effort had been focused
it is important to anticipate this occurrence and explore ontyn looking at the problem from the other end. That is,
a subset of that balance. by assuming that additional information is available and by

Another important observation is that if a collision followsdetermining the corresponding maximal throughput, one can
upon the heels of another, there is no information aboabtain upper bounds on the throughput in the original problem.
the contents of the unexplored portion of the first intervdlhe first to obtain such a bound was Pippenger [75] who
that yielded the first collision. Thus instead of, when itshowed that the maximum stable throughput cannot exceed
time comes, visiting the unexplored portion alone, (of lengtk 0.73. A series of similar efforts followed and the currently
(1—a)A), it is preferable to enable a full-length interval fromknown least upper bound [76] i8.587. Some researchers
¥ 4+ aAtot +aA 4+ A (or to the current slot, whichever conjectured that the optimal value might @&, but this claim
is less). was quickly abandoned as baseless.

These intricacies of the algorithm are clearly explained in In this brief (about five-year), but intense, saga about
[26]. The analysis of it, however, has been similarly plaguezroing-in on the maximum stable throughput of random
by the need for inelegant, computationally intensive methodscess over the collision channel, there was a modest degree
that have aimed at establishing the same two performar@fesimilarity to the quest for establishing the true capacity of a
indices of interest, i.e., the maximum stable throughput agtiannel in the usual Shannon-theoretic sense. The problem
the average packet latency. Clearly, though, by mapping there had nothing to do with Shannon capacity and it was
entire process of splitting into the time axis, based on timBostly an academic exercise of limited practical value.
of arrival, one can see that both quantities (i.e., stability andThe study of the collision-resolution problem did not stop
delay) are captured by the “lag” between the current timeafter the derivation of the results quoted above. A myriad of
and the time of completed resolutiotis Thus the difference possible extensions and modifications were possible and many
t—t' is closely related to the duration of the conflict resolutioaf them were pursued in considerable depth. For example, the
period (and hence the packet delay) as well as to the “drifgsue of feedback delay or feedback errors, the issue of new
of the resolution process. Unless- #' approaches a limiting users coming into the system (or old users dropping out) in
distribution, the process is unstable. the middle of a resolution period, the issue of multiple levels

The precise calculation of the maximum stable throughpgt feedback, and many other variations have been looked at
of the FCFS (first-come, first-served) splitting algorithm (as @ver the years and continue to be looked at today, albeit with
was eventually known) was accomplished in [72] through tte®mewhat diminished interest. Again, many of these variations
policy iteration method of dynamic programming (where thare reviewed in [26].
problem was posed as one of optimization, i.e., maximization
of the stable throughput, with respect to the choiceaaind o
«). The precise calculation relies on extensive computatiofrs Finite-User ALOHA
and thus the numerical accuracy of the results has been &seful though the infinite-user model is, it is also worth-
question of some dispute. df is decided to be chosen @82 while to examine systems with a finite number of users, in
and the optimization is carried out only with respectdpit which, or course, a user’'s own packets do not collide with
was determined thaf\ = 2.6 slots and the correspondingeach other on the channel. In this case, each user generates a
maximum stable throughput should be 0.4871 packets girite percentage of the total input data and, thus it is necessary
slot (a significant improvement over ALOHA and the basito queue up the arriving packets. Even if the other features of
tree algorithm). However, the optimal value @fis not1/2, the collision channel model remain the same, the problem is
but, rather, very slightly less thamh/2. There is no easy now transformed in a significant way. It becomes a problem
explanation for this but it does yield slightly higher throughputf nonstandard queuing theory (i.e., one in which successive
(0.487117 as claimed by Moseley and Humblet in [72]). Everservice times in each queue are not independent and/or in
more puzzling is an observation by Vvedenskaya and Pinskehich service time durations are not independent of the arrival
[73] that the throughput can gain another small increment Ipyocesses), known also as a problem of interacting, or coupled,
somewhat modifying the lengths of the intervals after a largpieues.
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ConsiderN users, each with an infinite buffer and receiving Now we return to the queuing model. From the perspective
packets independently at a ratg. Thus the total input of a given user, the assumption that all the other users are
rate is Zﬁil ;. Each user attempts to transmit the packdiusy is a pessimistic one. Therefore, the buffered ALOHA
at the head-of-the-line position in the queue in each sloetwork is ergodic if the vector of arrival rates falls within
with probability p; (irrespectively of whether this is the firstC%, whereCy is the set of allx € Rﬂ\r such that for some
attempted transmission or a retransmission). The feedbddkpending on\)
from the collision channel is as befor@ (I, or ¢). This model

encapsulates the ALOHA protocol in a queuing environment. Ai <pi H (1 =pj)-
A central question is to determine the values of the rates g
i =1, -, N, for which the average delay in all of the queuegquivalently,C, is C.4 with all points on the upper boundary
is finite. deleted, and for the case of = 2 users
With Bernoulli arrivals (or any other independent, iden-
tically distributed arrivals) this problem can be accurately Ci= {()\17 A2): VALV e < 1}- (12)

modeled in a straightforward way as @h-dimensional ran- o i _ ]
dom walk. From the early work by Fayolle and Iasnogorodsﬂ—?'ybakov and Mikhailov [84] first published this result_, and
[77] to more recent works by Szpankowski [78], Sidi anfioreover they showed for the casé = 2 that the region
Segall [79], Rao and Ephremides [80], Anantharam [81], afd: is the completestability region for thg ALOHA network,
others, it has become well known that such chains cannot i&her than a proper subset of it. Specifically, wih= 2 and
easily solved. Thus much of the work has concentrated g}gepen_dent, identically c_zlls_trlbute_;d arrivals at each of the two
obtaining outer and inner bounds to the region of stability'Sers with means; (and finite variance) per slot, the buffered
A key idea that has yielded some of these bounds relies OhOHA networkis ergodic if and only i € C3. Anantharam
partially decoupling the queues by considering as “boundin{#1] showed thatC; is also the entire stability region for
systems those in which some of the queues stochastic&lyy V- buF only for particular (unreallstlc). a'rrlval sequences
dominate their counterparts in the original one and, hendBat for different users are weakly statistically dependent.
their stability implies the stability of the original system. NoteAnantharam’s result suggests &} may well be equal to
also, that in theV-user model, it is possible that some of thdh€ stability region for anyV and independent arrivals, but
queues may be stable and others unstable. Recently, an inié}{S0 shows that the issue depends on subtle details about
of “potential instability” for each queue was obtained [82]Ehe interactions of the queues that are probably unimportant
given by A;(1 — p;)/p;. The meaning of this index is that if N @pplications.
the queues are ranked on the basis of this index, that is, if
queues is stable, all queueg (j < ¢) are also stable and if D. Models with Elements of Multiuser Information Theory
queuer is unstable, all queues(j > ¢) are also unstable. Two noteworthy models that involve elements of multiuser
If the transmission probability vectercan be adjusted as ainformation theory, and either queuing or collision access (but
function of the arrival rates (but not as a function of backlogsot both at once) are discussed in this section. One is the
and feedback), we are led to consider a capacity region thabdel of a collision channel without feedback, introduced
is the union of arrival rate regions over all vectgrsBefore by Massey and Mathys [85]. It is assumed that there is no
examining such capacity region for the queuing model, Weedback, and moreover there is not even a way for the users
shall discuss the capacity region defined by Abramson [88] synchronize their transmissions. Forward error correction,
(and summarized in [8, vol. Il]). The definition correspondgather than a retransmission protocol, is thus needed to achieve
to the throughput vectors achieved by a saturated ALOH#liability. In this sense, the model is similar to the models
system in which all users always have packets to send, @ed in the multiuser information theory literature, initiated by
considerations of queuing and delay are avoided. Suppose ta&nnon. On the other hand, the model differs from the usual
useri transmits in each slot with probabilipy, independently models of multiuser information theory in that, to quote [85],
from slot to slot, and independently of other users. The succefgormation is transmitted only in the contents of packets and

probability for user: is then not also in the timing of access attempts.”
\ = . H (1-p;) Massey and Mathys identify the capacity region, and show
i b Pi)- that it does not depend on whether the system is slot-

sz synchronized or whether zero-error (rather than arbitrarily
Abramson’s capacity region, that we write @s, is given as small error) probability is required. The capacity (zero-
the set of all vectors\ = (A1, ---, Ay) obtained in this way, error capacity) region they obtained is precisely the region
as the vectorp = (p1, ---, py) varies. Abramson showed¢, obtained by Abramson [83]. Massey and Mathys noted in
that the upper boundary @f, is the set of those vectors [g5] that it “seems somewhat surprising” that precisely the
obtained wherp is a probability vector, meaning that it iSsame set of rates can be achieved error-free without feedback
desirable for the mean number of transmissions per slot to ¢ can be achieved under the slotted ALOHA system with
one. In the special case of two users, Abramson showed tB8dback. See [80] for further elaboration. Is it a meaningless

region reduces to coincidence? Perhaps, but not likely. If not, then, what is the
~ ~ significance of it and in what way do the two very different
Ca {()‘1’ M) AL+ VA S 1} (11) " Lotions relate to each other? To this day, there is no answer.
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The other model we mention, proposed by Teletar amdhys. At one end, by taking into account the synchronization
Gallager [86], combines elements of queuing theory ammteambles of the signals (especially in the case of CDMA), the
information theory for multiaccess communication. As in theeceived powers, and the exact times of arrival, it is possible to
buffered ALOHA model discussed above, a finite number gfet a detailed and accurate micromodel of how capture occurs
users accumulate randomly arriving packets to be transmittedd to then analyze its effects. At the other end, the networking
The packets are sent using forward error correction, amitw of capture has simply assumed that if multiple packets
a small amount of feedback is available from the receivare simultaneously received, then either one packet can be
to the users. Teletar and Gallager investigate the use sofccessfully received with some probability or the packet
optimal codes (known to exist by random coding argumentsjth the highest received power is correctly received. Based
and hence the connection to information theory) for then such simple modeling, one can derive the effect of capture
forward error correction. The time needed to send a packetois the throughput of the otherwise classical collision channel
variable in length, since the number of active users fluctuatesith the associated random-access protocol. This was, in fact,
The feedback allows the receiver to notify the transmittelone since the very early days of the history of multiaccess
as soon as the receiver is able to decode a packet, @mmunication [88].
otherwise the transmitter would not know when to ceaseRecently [89], some attempts have been made to combine
transmitting (redundant) bits pertaining to the packet. THep to a certain extent) the “black-box” mentality on capture
resulting dynamics of the queuing process are much likgth the detection-theoretic needs for more detailed modeling.
processor sharing, in which the service rate experienced bfflae motivation for some of this work has been to study
user is roughly inversely proportional to the number of activde role of energy conservation in wireless networks as a
users. means of network control. Thus the model in [82] assumes

The scheme of Teletar and Gallager is similar to 1S-99 [87&hat the length of the packet is not constant anymore. Rather,
the link-level data protocol recently designed for use with thfer a fixed number of symbols per packet, it is possible
IS-95 CDMA cellular standard. Under the IS-99 link protocoko adjust its length (i.e., the rate of transmission) and keep
a standard Transport Control Protocol packet is divided inthe detectability criterion of the signal-to-interference ratio
32 frames, that are each transmitted using CDMA. Negativeaffected, provided that the transmission power is adjusted
selective acknowledgments are sent by the receiver to a usi@tultaneously. The effect on throughput performance is clear.
to compensate for frame errors, that typically occur in 1 d¢fthe packets shrink in length, and if the packet input rate stays
2% of the frames. A user with data sends a frame each 20 guhstant, the overlaps that cause collisions become less likely.
with a probabilityp, wherep is varied dynamically based onAt the same time increasing the transmission power depletes
feedback from the base station, that is monitoring the signlattery energy faster, unless the energy savings, from having
to-interference level. Thus the transfer speed per user tendselss wasteful transmissions due to reduced packet overlaps,
diminish with the number of users. prevail. At the same time, keeping several distinct power

levels among the users facilitates capture (which enhances
) ) ) throughput). A first study of this elaborate tradeoff shows
E. Interaction Between Physical and Higher Network Layersgnat the throughput (as well as the normalized throughput per

Another direction in which network multiaccess commuenergy unit) is maximized if all users transmit at peak power
nication has become intriguing is that of spatial diversitf82].

With the increasing importance of sectorized and directional The problem becomes more intriguing when the coupling
antennas, let alone adaptive antenna arrays, the possibilitt@mthe physical layer is permitted to strengthen. For example,
space-division multiple access (SDMA) has becomes a realifiythe modulation choice is not fixed, then the value of the
In the field of multiuser detection theory, which representbreshold for the signal-to-interference ratio to ensure de-
an intermediate stage between multiaccess information thetegtability at the desired bit-error rate changes nonlinearly and
and network multiaccess, there has been considerable actititg effect of the transmission power (vis-a-vis the transmission
centered on detailed signal modeling, power-control, antenrsde and the associate packet length) is unclear; furthermore,
patterns, channel interference models, and receiver structufes vertical interlayer coupling can also be strengthened if
that yield “throughput” results indirectly as functions of the rea multiuser detector is assumed at the receiver. These ideas
quired quality-of-service. That is, bit-error rates are calculatede still premature, and they represent only initial thoughts of
as functions of the transmission rates, the transmission powatgrent concern in the field of multiaccess communication.
the channel bandwidth, and the other design parameters.  But let us return to the issue of spatial diversity. The

At the networking level, it is of interest again (at leashetworking view is to simply consider the packets of the
as a first approach) to suppress the system details into rigifferent users as having not only a “time-of-arrival” coor-
“black boxes” and to attempt to capture the effect of diredlinate but also a “space-location” coordinate (limited for the
tionality as a means of aiding in the resource allocation. itoment to the single dimension of planar angle-of-arrival).
should be mentioned, as an additional example of the differefrtius the collision channel can now be studied as before with
viewpoints of multiuser detection theory and networking, thalhe simple additional feature that the receiver is able to focus
the phenomenon of “capture” (meaning that one of maran ideal beam onto the location that it chooses, along with a
competing simultaneously transmitted signals may be correctligosen value of beamwidth angle. This is simply equivalent
received by a single receiver) can be modeled in very differeiat enabling the transmissions of subgroups of users not only
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by sorting out their time-of-arrival, but also their locationsoon to tell how information-theoretic ideas may contribute to
At first glance, it might appear that this increased capabilitheir study. Multiaccess communication, however, is a central
can produce an increase in the value of the maximum staidsue for these networks and we would be remiss if we did
throughput. After some thinking, however, it is not surprisingot identify these networks in this section.
to see that, as shown in [90], this additional degree of freedomin conclusion, the burgeoning field of channel access, from
cannot increase the throughput. its early modest phases to its current complex and multifaceted
Of course, the interesting case is the one that involves mgnefile, has been one of the principal areas in which infor-
than a single beam; in that case it is clear that throughput gamation theory has played, and will likely continue to play,
can be indeed realized. This is another case for which waakmajor role. The complexity and multitude of multiaccess-
is just beginning and it is premature to report any definitiveelated issues that arise today (especially in the area of wireless
ideas or progress. networks) has led much of the networking community to a
state of mild confusion. We believe that the simplicity and
sharpness of information-theoretic ideas may yet penetrate the
F. Wireless Networks field further and illuminate those issues that are basic and

The rapid growth of wireless networking today is causinfyndamental.
continued interest in a variety of multiaccess communication
problems. The most prominent type of a wireless network
today is the one based on the cellular model. In that model, VI. QUEUEING THEORY
the base nodes are accessed by mobile nodes, but are inteQueuing theory has provided the most useful analytical tools
connected among themselves via a wired infrastructure thatristhe study of communication and computer networks. It
part of the telephone switched network. The principal issubas offered a natural foundation for delay analysis and has
that need to be addressed in such networks include specalab been the source of sophistication for the description of
efficiency (in terms of spatial frequency reuse), power controbmplex interplay among network parameters.
(for combatting the near—far problem of CDMA signals), Despite its central role in the theoretical side of networking,
handoffs among base-stations nodes, and mobile trackinggaguing theory remains, for the most part, uncoupled to
nodes move from cell to cell. Additional issues that deal witimformation theory. It is, of course, closely connected to the
specialized applications (like mobile computing, multicastingheory of stochastic processes and, to the extent that the
or information distribution) have to do with database structurésiter is related to information theory, one may claim that
and signal compression. All these together transcend tthere is a certain connection between the two fields. But
confines of the subject of multiaccess communication. Thégyond the limited similarity in terms of asymptotics and
have captivated the interest of the networking communistochastic analysis, there is no fundamental bond between the
(and the dollars of the community at large), and it is ndwo disciplines. In fact, if there was such a bond, the missing
clear what role information theory can play in it. Howeverjink between delay and information theory would have been
multiuser detection theory and some recent work by Tsmcovered by now as well.
[91], Hanly [92], Knopp and Humblet [93], and Gallager and Actually, queuing theory has displayed much more affinity
Medard [94], that study a variety of subjects associated with control theory. Stochastic control of simple queuing models
cellular models (such as effective wireless bandwidth, powg86], dynamic adjustment of retransmission probabilities in
rate control, etc.) have a strong information-theoretic flavor. handom-access systems [63], optimal routing [26], flow con-
addition, the theory of compression and multiple descriptioti®l, and many other networking problems have been fruitfully
will undoubtedly play a key role in those wireless applicationsast in the framework of control and optimization theory. A
that deal with information distribution and database accessthorough survey of that connection can be found in [28], where

But there is another form of wireless network that has is shown how the methodology of system theory applies
emerged recently as a subject of great interest (especialbturally to networking. Furthermore, the theory of discrete-
in military applications) called all-mobile networks. They ar@vent systems [29] has also found applicability to problem of
described by a variety of other names like peer-to-peer, flagtwork design and operation [97].
multihop, ad hog and others. All-mobile networks have a Yet, there have been some hopeful, albeit feeble, signs that
large number of nodes with no hierarchy (no base-statitime right way of combining information theory and queuing
nodes) and no fixed infrastructure. All nodes may move atideory may, indeed, be taking shape. In Section Il of this
constantly change their neighbor sets. They all share the sgmaper we mentioned the pioneering work of Anantharam and
frequency band and must communicate with each other Verda [33] on the Shannon capacity of a queue. In addition
a flexible fashion that permits all kinds of services (dat&p determining the capacity of the simple queue channel, this
voice, video, etc.). Clearly, they involve all the problemsvork sets a landmark in the study of the two fields. Viewing
encountered in cellular networks plus many more. Early woek service system as a channel may prove to be nothing more
on such networks [95] identified the need for, and methotlsan a whimsical, cute exercise; yet, it may prove to have a
to achieve, distributed self-reconfiguration and has establishedalytical role in creating a common platform for the joint
some principles (or more accurately, problem areas) thsitidy of information-theoretic and queuing-theoretic systems.
govern their design and operation. An increasing segmentlbimay represent a pivotal moment in the history of the two
the networking community is zeroing-in on them and it is tofields. The interesting (common) part of that history has yet
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to be written, however. The enthusiasm of those who sawA simple, elegant construction of switching networks with
in this work an opportunity to advance the coupling of ththe minimum number of two-by-two switches (within a factor
two disciplines was quickly tempered by the difficulty ofof two) is the Begs network, attributed by Bés [100] to
extending the approach to even the slightest perturbation Si&pian, Duguid, and Le Core. A simple algorithm, now known
the plain M /M /1 system. For example, simply adding onas the “looping algorithm,” was given for the determination
more server (i.e., considering &d/M /2 system) complicates of routes. The Beds network is not well-suited to dynamic
the analysis considerably. And yet, the two-server modeperation in that if a set of routes are in progress and a new
would be invaluable in shedding more light on the interplasoute between an idle input and idle output is requested, then
between information and waiting, since it captures the notiearouting of existing connections is sometimes required.
of increased bandwidth and parallel service. Thus in addition to being able to route any permutation,
The fact, discussed in Section V-D, that the queuingf is also desirable that a switch be able to emulate a full
theoretic capacity region for multiaccess communication coiorossbar switch in aynamicfashion. The strongest form of
cides (at least forV = 2 stations) with the capacity region ofthis property, termedtrict sense nonblockings the following:
the collision channel without feedback of Massey and Mathyshenever a set of compatible routes are already carried by the
[85] may (just may) be something fundamental tying queuingetwork, and an idle input and an idle output are identified,
theory to information theory. The identity of the regions maijt is possible to assign a route to the new input—output pair
be an instance of a yet undiscovered broader principle. Tthat is compatible with the routes already given. There is
work of Teletar and Gallager [86], also discussed in Sectio information-theoretic argument that rules out the exis-
V-D, illustrates some of the significant interactions betweagnce of strict-sense nonblocking switches with complexity
queuing and physical-layer considerations, many of whiah (n log »), and indeed they were shown to exist by Pinsker
involve elements of information theory. The notion of effectivand Bassalygo [101]. Pinsker and Bassalygo first showed the
bandwidth, described in Section IV-A, is grounded in queuingxistence of bipartite graphs with certain expansion properties.
theory, and as we mentioned it has some natural compatibilgveral stages of switches were then interconnected using
with information theory. such graphs at each step, so that from any idle input, or any
There have been other approaches recently that also atteidet output, strictly more than half the idle center-state lines
a joint study of information-theoretic and queuing-theoretican be reached, so that there exist an end-to-end connection
system aspects. For example, the use of variable-rate sousegveen the idle input and idle output. The construction of
coding in conjunction with congestion control combines rateinsker and Bassalygo was nonexplicit, because the existence
distortion theory with buffer management. It does not rea@f the expanders was only shown by a random construction.
into any level of profundity, but it does permit (at least) &hat is, it was shown that with nonzero probability (in fact,
phenomenological coupling. In [98], Tse considered a versigyith probability tending to one as the size tends to infinity) a
of this problem that can be thought of not only as a study @indomly constructed regular bipartite graph has the desired
the tradeoff between information fidelity and congestion, butxpansion property.
also as a means of coupling among the OSI networking layersJjust as algebraic coding theory seeks to find explicit and
at least as far as quality of service is concerned. structured solutions to replace the nonexplicit constructions in
Shannon’s coding theorems, so too have researchers worked
to find explicit and structured solutions for the construction
of strict-sense nonblocking networks. A breakthrough came
VII. SWITCHING NETWORKS in the paper of Margulis [102], who proposed a construction
There is a natural interplay between Shannon informati@f related graphs with an expansion property, and used deep
theory and the theory of switching, routing, and sorting itheorems from the theory of group representations to prove the
interconnection networks. The classical example is a circ@kpansion property. Gabbar and Galil [103], using relatively
switch with n inputs andn outputs, interconnected by wireselementary methods of harmonic analysis, provided explicit
and relays (or crosspoints). Each relay has two states: ogeamstructions of expanders with explicit (though large) bounds
or closed, so that the number of internal states of the netwark the required size. See [104] for a more detailed account of
is 2%, where R is the number of relays. Suppose the switcthe chronology given here, including an exposition of the con-
is to be capable of connecting theinputs to then outputs struction and proof of [103]. Of many notable improvements in
according to any permutation. Because different permutatioasplicit constructions of expanders that followed, we mention
require different network states, the network must have #e work of [105].
least»! network states. This requires thaf > ! or that In addition, with the growth of data over networks in
R > log, n ~ nlog n. The earliest published account ofpacketized form, circuit-switched connections have evolved to
this idea is that of Shannon [99]. Similarly, if the network ipacket-oriented connections such as virtual circuit connections
constructed of component switches of fixed in-degree and oot-pure one-at-a-time datagram packet routing. Packet routing
degrees and links between them, with each component switdh closely connected to the theory of sorting networks. For
capable of handing any of the! possible permutations of example, if a batch of input packets are addressed to the
input-to-output connections, at least a constant timésg n  outputs in a one-to-one fashion, then routing the packets may
such switches (for fixed) are needed to connect any inpube done exactly by a sorting network. The story regarding
to any output. existence and explicit constructions for sorting networks some-



EPHREMIDES AND HAJEK: INFORMATION THEORY AND COMMUNICATION NETWORKS 2431

what parallels that for circuit-switching networks. The expliciations in link capacities (due to fading channels and node
constructions of sorting networks with the minimum requirechobility), and fluctuations of demand for computer cycles in
order of complexityO (n log n), starting with [106], are much multiprocessor environments. As the feature sizes of very large
too large for currently practical implementation, whereas ttezale integrated (VLSI) chips decrease, the performance of
sorting network of Batcher, with complexity log n?, is quite the interconnects suffers relatively more than the performance
effective for small networks. of the devices [109]. Thus VLSI designers will have to

The above story of probabilistic constructions followed lateronfront increasingly slow and unreliable data links within a
by explicit constructions parallels the development of channetip. Massive network communication problems emerge, and
codes. Recently, a more concrete connection between thfrmation theory should have a role to play in it.
topics was made by Sipser and Spielman [107], who usedThe use of sophisticated antenna arrays for communication
expander graphs to construct a new family of asymptoticaliy fading-channel environments is not well understood, though
good, linear error-correcting codes with linear time-sequentiél seems that feedback provided by protocols can play an
decoding algorithms. important role. Much more development in multiuser detection

The search for asymptotically optimal complexity stricttheory, including better channel modeling, will be needed, and
sense expanders and sorting networks has so far been primarilych of that may be difficult to cleanly separate from network
one of theoretical consequence. In practical networks, switchigsues. Information theory could play a significant role in the
are engineered only to have a small probability of internahix.
blocking. This is akin to using codes, such as turbo-codes,While information theorists have made important contri-
that have small minimum distance but still have a small errbutions to the theory of automatic repeat request protocols
probability. [110], for the most part information theorists have invested

Information-theoretic ideas are applied in [108] in thenuch more effort in forward error control. Still, the use of
context of switching networks using deflection routing ofeedback and automatic repeat request is sometimes clearly
packets. Deflection routing implies that all packets enteringpaeferable to forward error correction. Consider, for example, a
node in one time slot exit the node in the next time slot. Whilsynchronous binary erasure channel in which each transmitted
the transit delay in a node is thus minimized, the drawbaglit reaches the receiver with probabiligy and is replaced
is that sometimes a packet exits a node on a link that ddgs a null symbol otherwise, and the outcomes of different
not help the packet progress towards its destination, in whittansmissions are mutually independent. The Shannon capacity
case we say the packet is deflected. A lower bound on tbthis channel isp bits per second, and if immediate error-
mean number of hops a packet needs to travel is givenfiee feedback is available, then simply repeating each bit until
[108], assuming there are two outgoing links per node aidis successfully received achieves the capacity and at the
that a packet is independently deflected with probability same time minimizes the delay. The scheme is essentially
in each slot. The lower bound is roughly the entropy of thenaffected ifp is unknown or even time-varying in an ar-
probability distribution of the packet destination divided byitrary way. In contrast, a forward error-correcting scheme is
the Shannon capacity of a binary-symmetric channel wilimost unworkable in this circumstance. On the other hand,
crossover probability;. The idea is that by observing theforward error control is typically better when feedback is not
progress of a packet, an observer learns the destinationaQhilable or comes with long delay, and when the channel
the packet, and such information is conveyed in spite of thewell modeled. Better error-control mechanisms, integrating
deflections, that are essentially noise. If there is only a singleth forward error correction and automatic repeat protocols,
source node, the lower bound can be asymptotically achievg@ needed in the context of networks. Feedback and delay
through the use of a graph based on good channel codesdensiderations, as well as bit-error probabilities, are important.
the binary-symmetric channel [108]. For the more natural caseThe interaction of source coding with network-induced
in which any node can be a source or destination node, thelay cuts across the classical network layers and has to be
is a gap between the lower bound and the mean numberpefter understood. The interplay between the distortion of
hops needed for packets in the graph constructed in [108].the source output and the delay distortion induced on the

queue that this source output feeds into may hold the secret
of a deeper connection between information theory. Again,
VIl FUTURE WORK feedback and delay considerations are important.

Several problem areas from networking may hold consid- But information theory has not paid full attention to the
erable potential for information-theoretic analysis, and thsubtleties of feedback. Even though it was Shannon himself
opportunities to impact actual system implementation abourvdho chose to speak on the notion of feedback [111] in his
The development of communication networks to support hetpeech that inaugurated the Shannon Lecture series, the im-
erogeneous datastreams in heterogeneous networks prompeetant result [112] that feedback does not improve single-user
to continue at a torrid pace for the next decade and beyomgemoryless-channel capacity stymied somewhat the growth
This trend is fueled by the demand for higher speed, lowef interest on the issue of feedback. Even when it was shown
delay communication, anywhere, anytime. The distinctiahat [3] feedback may increase multiuser capacity, the main
between computing and communication will increasingly bluaction continued to be based on constant-rate transmission.
as network resource allocation involves interactions amorigus feedback was incorporated only in the form of (to
fluctuations in datastreams (due to bursty sources), fluctuse a uniquely information-theoretic term for feedback) side-
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information at the transmitter. It was not considered in the
networking context of timing, delay, and sporadic transmi?is]
sion.

A recent trend to replace circuits on long-haul backbori&d]
networks with packet-switched data, and the evolution of t

Internet, raises numerous challenges regarding fault-tolerance

and security. We touched on the problem of covert channel&!]

but

information-theoretic style approaches.

many other security issues would seem amenable to
[22]

Our review of the topics in which information theory and
networking seem to make contact suggest that the union
tween the two fields remains unconsummated. Yet, information
theorists have maintained active attention to several problefﬁ@
of communication networks and several of their contributionss)
strongly suggest a deeper relationship. In addition, many of the
theoretical techniques used in network modeling and analyﬁ'g]
are similar to those used in information theory. Finally, there
are several aspects of networking, some old (like error contrdB/]
some new (like uses of antenna diversity), and some spawqgg
by recent observations (like timing in channels and queues)
that hold promise for the eventual establishment of a firm al??g]
clear relationship between the two fields.
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