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1 Introduction

As System-on-Chip (SoC) design is getting complicated, communication between many compo-
nents in SoC is becoming more difficult and important. Furthermore, the wire delay compared to
gate delay becomes more significant. The performance of SoC therefore highly depends on that of
the interconnect architecture. Besides high performance and low power operation, a new intercon-
nect architecture should have ability to connect synchronous blocks which have different operation
frequencies since each IP block in current SoC may operate its own frequency.

Interconnect system for SoC can be designed with either synchronous or asynchronous design tech-
nique. Sufficiently enough support of industrial CAD tools in synchronous design process enables
fast and reliable design and verification of synchronous system and high coverage of testability of
design. However, global clock problems of synchronous system, such as clock distribution, clock
skew problem, are getting worse in SoC design for providing one global clock signal in whole SoC
system. Furthermore, this global clock issue prevents predesigned IP blocks from operating with
their optimized clock frequencies. Every IP block should be modified its operating clock frequency
matching with global clock. As an alternative method, a synchronizer can be used between two
clock systems, synchronous interconnect system and each synchronous IP block. But, usually a
synchronizer between two clock systems is more complicated and causes more synchronizing cost
than between an asynchronous system and a synchronous system.

On the other hand, asynchronous design does not have support with well-developed CAD tools as
much as synchronous design. It leads that designers need to spend more time to design and verify
their circuits or systems. Asynchronous design is also suffering from testability problem. But,
generally asynchronous design provides higher performance and lower power operation compared
with synchronous design. Asynchronous interconnect system in SoC design promises several ad-
vantages that compensate its disadvantages and surpass the advantages of synchronous intercon-
nect system. With asynchronous interconnect system, SoC system does not require one global
clock in whole system any more. It leads to elimination or reduction of any global clock distribu-

tion and clock skew problem. The more valuable benefit is that predesigned synchronous IP block
can be utilized with its operating frequency optimized for its own power and performance.

From the perspective of the characteristics of interconnect system in SoC, Globally Asynchronous
Locally Synchronous (GALS) system is viewed as a promising solution for SoC design. In GALS
systems, each synchronous IP core operates with local frequency and asynchronous interconnec-
tion is used for enabling each clock domain to communicate with each other. It means that GALS
system can make use of the advantages of asynchronous interconnect system as aforementioned.

The ultimate goal of this project is to implement a simple GALS system made up of several simple
processing elements (PEs), interface circuits and an asynchronous network fabric for evaluating
the performance of our new network fabric. PEs generate network traffic in the network fabric.
Interface circuit will support to connect between synchronous PEs and asynchronous network fab-
ric. This project can be seen as a revised version of ECE6710 class project in which synchronous
network fabric and other elements were designed. We can compare performance and other factors
between synchronous interconnect system and asynchronous one after completing this project.



2 Project Overview

Our system will be consist of 6 PEs, Interface circuits and an asynchronous network fabric and
as a network topology, binary tree architecture will be used as shown in figure 1. Each PE has
two communication port, sending port and receiving port. Data generated from one PE are sent
from the sending port via the interface circuits and the network fabric to a receiving port of one
of other PEs. In previous project in which @B technology is used, due to the available size

limit of fabricated chip, the whole system couldn’t be fit in a one chip. Therefore, one PE, two
types of interface circuits, a synchronous interface and an asynchronous interface, and one router
were integrated in one chip. Even though 130nm technology is used for this project instead of
0.5um resulting in giving more design area, we assume the same architecture of chip design with
that of previous project. Figure 2 shows the one chip design diagram in which various interfacing
architectures and an asynchronous router. We are able to focus on designing and implementing an
asynchronous network fabric and new interface architectures since the PE designed in the previous
project can be used.
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Figure 1: System Level Block Digram
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2.1 Asynchronous Network Fabric

The main component of network fabric is a router which controls a path for transferring data. Since
the binary tree topology is used for our network fabric, the router will be a shape of “T” and handle

the communication of between three ports. The communication method of our network fabric is
simply to transfer data from a source to a destination . It does not have any data buffering inside
of network and does not use packet-based data transfer. This results in a simple design of router
which is composed of two types of modules, Switch and Join. Switch module is for selecting a
path between possible two other output ports based on the destination address embedded in the data
format. Join module arbitrates simultaneous request to transfer data from two other input ports.
Each port of three ports in router need to have one switch and one join modules. Consequently, a
router consists of three switches modules and three join modules as illustrated in figure 3.

Router
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Switch
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| uiop I
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D

PE_B

Figure 3: Router Block Diagram

2.2 Interface circuit: FIFO and Synchronizer

Besides the network fabric, there are additional two important modules in the interconnect sys-
tem, FIFO and synchronizer. For the asynchronous network fabric to communicate with any syn-
chronous system without metastability problems, it needs a help of a synchronizer. Two types of
synchronizers,a general two-flops synchronizer and a fast synchronizer using MUTEX, designed
and utilized in the previous project will be used in this project. FIFOs in interface part between

an IP block and the network fabric will improve communication performance. We will investigate

various kinds of synchronous and asynchronous FIFOs as well. Thereafter, two or three types of
FIFOs will be implemented in our chip for evaluating and comparing performance, power and area.

2.3 Processing Element

One more supplemental module is PE which is intended for generating network traffic in the net-
work fabric acting like a synchronous IP block. The design of PE has been almost completed in
the previous project and we will use this PE with a little modification that includes reducing the

size of PE and adding functionality to adopt FIFO depth variously depending on network traffic

burden.



3 Asynchronous Network Fabric Design

Among various tools for asynchronous circuit design, we chose t@eisiéy. After we defined a
specification of each functional module in CCS [3], a petri-net was generated based on the speci-
fication and it was converted to the input file formatRetrify.

Two asynchronous modules, switch module and join module, were designed as components for the
router of the network fabric. The same handshake protocol of the asynchronous FIFO controller in
[4] were basically used in designing these two modules.

3.1 Switch Module
3.1.1 Petrify Version

As depicted in figure 3, a switch module is for selecting a proper path for data transfer between
two possible paths based on destination address. It has one left input channel and two right output
channel. When a request for data transfer occurs in left channel, the switch module triggers one
of two right requests. Figure 4 shows an interface diagram between the switch module and other
asynchronous FIFO modules.
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Figure 4: Interface of Switch Module, Petrify Version

The specification of the switch module using CCS is

L=WwT.e.ti.laldv|l.dal.L +c.tlaT.lv] . la] L)
Ry =ti.707 1 ray T 701 | rar | .71 Ry
Ry = to. 705 T .rag T 703 | .ras | . T3. Ry
Do =c¢o.79.D9g + d71.D;
Di =c¢.7r.Dy + d | .Dy.
SWITCH = (L|R;|R.|Do|D1)\{t1, ta, c1, o, 71,72}



This specification represents that only one right request, eithasr rv,, is asserted at a time de-
pending on the left requedt and the address bitl. After the operation of current right channel

is completed, the other right channel can start its operation. The petri-net from the specification is
shown in figure 5.

ral-

ral+

Figure 5: Petri-net for Switch

The logic equations for output signals and internal signals targeting dynamic gate®dtafy
are as below. Relative Timing Assumptions (RTA) were considered when these equations were
generated. The input file, switch.g, and timing assumptions are included in Appendix A.1.1.

-la
SET(la)) = Iv’
RESET(la") =Ivral’ (rvl ra2 rv2’' + cscO)

-rvl
SET(rvl’) =ral
RESET(rvl’) = cscO cscl’' dral’

-1v2
SET(rv2’) =ra2
RESET(rv2’) = csc0 cscl' d’

- cscO
SET(cscO) =la’ Iv’
RESET(csc0’) = Ilv cscl’ rvl' ra2’ rv2’

- cscl
SET(cscl’) = cscO’ rvl rv2’
RESET(cscl’) =rv2 +rvl



3.1.2 3D Version

As seen in previous section, the switch module designed Es&trdyis relatively complicated. So,

we tried to design using another asynchronous ®&D)] for the switch module. Another difference

than previous design is data latch in the switch module. Since the switch module may be close to
the join module in one router, we decided to remove latches for data in switch module. It leads that
one data latch stage for one channel exists in one router. This makes the switch design simpler and
causes area reduction with removing data latches: in our current design specification, data is 9-bit
wide and the size of 9-bit data latches are much bigger than that of the switch module (From the
final layout of circuit, 9-bit latch module is 8 times bigger than the switch module). Figure 6 and 7
show the interface of the switch module and FSM of the switch design G8ing
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Figure 6: Interface of Switch Module, 3D Version
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Figure 7: Extended Burst Mode FSM for Switch

The3D generates two types of circuits, standard cell and dynamic gate versiorizetikg and the
following logic equations are dynamic version of the switch module f8@mvith the specification,
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figure 7. As reducing concurrency compared with Begrify version, the circuit o8D is much
simpler tharPetrify.

-la
SET(la) =ral +ra2
RESET(la) =ral’ ra2’

-rvl
SET(rvl) =Ivd
RESET(rvl) = Iv’

-1v2
SET(rv2) =Ivd’
RESET(rv2) = Iv’

3.2 Join Module

Join module has two left-side input channel and one right-side output channel. This module arbi-
trates two requests from input channels and grant a right to access the right channel to only one
input channel at a time. Figure 8 illustrates the interface of join modules. In the outside of join
module, two requestsplv1 andmlv2, can occur at the same time or can be overlapped. But, one
mutual exclusion element controls these two signals and allows only one request to be asserted
inside of join module.

Mux_en signal is generated by dynamic

Join_test.v circuit, C-element to prevent dm3 from being
changed unnecessarily..
dynamic_ (MUTEX outputs)
mux_ctl from join
mivi_m
mlv2_m
Latch
dinll —— L low
dmm
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| doutr
L —
vl ——»| Async [«
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lal -——
miv1 mrv A v
——-
. dmj Join sync
dinlz2 ——» | | — mia1 mra Con ra
mlv2 | ——
mla2
A Inside of join,
lv2 ————| ASync MUTEX is used for arbitrating Iv1 and Iv2
Con | That MUTEX need to skewed: -
la2 -—j -« go low fast, go high relatively slow
To make some gap when Iv1 and Iv2 are
enabled at the same time.

Figure 8: Interface of Join Module

The specification of the join module in CCS is
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Ly =t vy T e lag T dvy | day | 77 Ly
Ly =ty lvy T .G lay T vy | lag | 73 Lo
R=c.mvToral ]| ral| R+ c.7mT.ral 7| .ral R
ME = ¢, .y .ME + t5 .29 ME
JOIN = (L4|Lo|RIME)\{t1, 2, x1, 22}

A left channel is able to request an access of the right channel only with a grant from ME. After
the operation of current left channel is completed, the other left channel can start its operation. The
petri-net from the specification is shown in figure 9.

merge_v2

Figure 9: Petri-net for Join

The logic equations for output signals and a internal signal targeting dynamic gatePdtofm
are as below. Relative timing assumptions were considered when these equations were generated.
The input file, join.g, and timing assumptions are included in Appendix A.1.2.

-lal
SET(lal’) = Ivl’
RESET(lal’) = Iv1l cscO
- la2
SET(la2’) = Iv2’

RESET(la2’) = Iv2 csc0

-rv
SET(rv’) =ra
RESET(rv’) =ra’ cscO (lvl + Iv2)

- cscO
SET(cscO’) =Iv2’ Ivl'rv +ra
RESET(cscO’) =lal’'la2’'ra’ rv’



3.3 Design Issues

The switch module and join module were designed uBkeiify first. But, the generated dynamic
gates are still too complex to be built and to analyze operation timing. In some cases, more than
5 transistors need to be connected in series. It might cause an area problem in order to get a
nominal FO4 delay. So, another to8D), designed for burst mode asynchronous circuits is used

for getting simpler circuit thaPetrify. As a result, for the switch module circu version circuit

was chosen since it had simpler implementation with modifying specification. Meanwhile, the 3D
version for the join module was similar to that®étrify in circuit complexity. Therefore, for the

join module, we decided to ustetrify version.

3.4 Circuit and Layout

Figure 10: Circuit for Switch

We used 130nm technology for designing our circuit generated from asynchronousi»alscl

Petrify. For the transistor level circuit, IBM cmrf8sf tech. library was used and the standard cells
are from University of Washington standard cell library,ldgl3_se. All the transistor width are
determined with basic widths, 560nm for pfet and 280nm for nfet, and logical effort. For the
keepers in all dynamic gates, the width of pfet and nfet are the minimum size in this technology,
160nm. The schematics of switch module and join module were extracted ans simulated using
HSPICE for functional verification as well as timing analysis.

Figure 11: Circuit for Switch Controller



3.4.1 Switch Module

The switch module is mainly composed of two part, switch controller and data swizzling part. The
data swizzling part is for data swizzling for addressing and it is simply made up of buffers.

The switch controller used two dynamic gates and three static gates and the dynamic gate, DFPAO,
is a dynamic footed inverter as shown in figure 11.

The operation and timing of the switch module were verified with a test configuration, figure 12
and the simulation resultis shown in figure 14. In the waveform, rv1 and rv2 are asserted according
to Iv and the MSB bit of input data dinl.

Figure 13: Simulation of Switch Module
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Figure 14: Layout of Switch Module

3.4.2 Join Module

The join module consists of join controller, join data part and latch enable circuit. 9-bit mux and
latches compose the join data part to select one of input data and latch them into join data latch.

Figure 15: Circuit for Join

Five dynamic gates are used in the join controller and the circuits of two of them, B@lahd
JOINLCSCO are depicted in figure 16.

The operation and timing of the join module were verified and the simulation waveform is shown
in figure 17.
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Figure 16: Circuit for Join controller

Async_join

@op  40p  E00p t4n 1&n

Figure 17: Simulation of Join Module
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Figure 18: Layout of Join Module

3.4.3 Asynchronous Router

The router has three bidirectional ports and each port possesses one switch and one join modules.
Thus, three switches and three joins are in one router. The area of one routerms %2 ym
(4526 um?).

Figure 19: Layout of Async Router
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4 Asynchronous FIFOs

In a previous project, synchronous FIFO which use Elastic Half Buffer and asynchronous FIFO
which use asynchronous FIFO controller are used in 0.5 micro technology.

This project describes some alternative approached to building asynchronous flow through FIFOs
that reduce the latency and power while retaining high throughput and relative simplicity of a flow
through design. Four different designs are presented : a statadead FIFO in which the data

pass through every latch in the FIFQparallel FIFO in which data are delivered in turn to a set of
parallel flow-through FIFOs, tiee FIFOin which data are fanned out into a tree of simple FIFOs,
and asquare FIFQOin which the tree is organized as a square array to achieve better layout packing.

In a first part, some circuit modules are described in an aspect of design strategy. After we defined
a specification in CCS, each modules are generated by petri-net and 3D which based on the spec-
ification. In a second part, the different structural FIFOs are compare in terms of power, latency
and area. For exact comparison with same condition, we designed ten-deep nine bit wide FIFOs.

4.1 Asynchronous Circuit Modules

Five asynchronous modules which are linear, toggle 1x and 2x , and merge 1x and 2x modules are
designed for different structural FIFOs. These asynchronous modules have a four phase handshake
protocol and each module is defined by a specification in CCS and generated by petri-net or 3D.

4.1.1 Linear Module

To build different structural FIFOs, first of all,simple linear FIFO module is required. The figure 20
shows block diagram and layout of linear module. As shown in this figure, linear module is consist
of asynchronous controller and data latch and this real layout area is 22x24um in IBM 130 nm
technology.

dinl<8:0> doutr<8:0>.
———l atch Lowp————>
enl
Iv rv
Async ?
la Con l ra i [ T

< Linear >

Figure 20: Linear Module

In linear FIFO controller, the input signals dxeandra , and output signals ata andrv. When

all signals are low, ifv is rising,la andrv are rising simultaneously. Aftéa goes highv can go

low and aftera goes higlrv can go low. In a data latch, we use normally open latch, so when only
la goes high, the latch is closed.

14



A linear FIFO cell can be specified in CCS as follows:

L=IvTclaTlv]la]L
R=¢rm Tralr|ra|R
FIFO= (L|R)/{c}

The event synchronizes the two processes, so as mentioned befomst go low andv must
rise before both processes may proceed.

According to above CCS format, we can get petri-net and state transition graph from petrify. Fig-
ure 21 shows petri-net and state transition graph

Figure 21: Linear Module’s Petri-net and STG

4.1.2 Toggle Module

In our system, two different operation toggle modules are required for different structural asyn-
chronous FIFOs. The first toggle module’s operation called toggle-1x is that the data is sent up and
down but the second toggle module called toggle-2x operates that the data is sent up, down and
down again. The toggle-2x is only used in square FIFO which will be explained the next chapter.

The figure 22 shows block diagram and layout of toggle 1x and 2x module. As shown in this figure,
the toggle module is similar with linear module and real layout areas are 20x35um (toggle-1x) and
26x35um (toggle-2x).

doutr0<8:0>

dinl<8:0>
Latch Low >

Toggle

Figure 22: Toggle Module

Toggle module’s operation is same with linear module’s. The important specification is that after
finishing all transition with upper channel, lower channel’s transition can start. Since we use this

15



protocol, the normally open data latch can be used. In other worldsoifrvO didn’t go low, the
next transition couldn’t be started, so even though we use normally opened latch, the data can not
be overlapped.

A toggle FIFO cell can be specified in CCS as follows:

L=lwlcaxilaTlw]|lallvlczlaTlv|la]|L
Rl=7¢ rv0 7 ra0 T zy rv0 | ra0 | R1
R2=¢;rvl T ral T 73 rvl | ral | R2
TOGGLE= (L|R1R2)/{c1, co, 21, 22}

The toggle’s CCS has more synchronizer suckeBg1,c2,xZompared with linear FIFO. Typi-

cally, if there are more synchronizer, the concurrency is more constrained. That means when there
are fewer concurrency, circuit can be expressed simpler than opposite case, but timing constraint
is increased. A various trial in petrify and 3D, we found proper petri-net and state transition graph
between relationship of concurrency and timing constraint.

According to above CCS format, three different type of transition graph is depicted in figure 23.

< state graph for 3D> < Petri-net> <STG >
Figure 23: Toggle Petri-net and STG

In this figure, the first graph is specification of 3D, according to this state graph, toggle-1x is
synthesized by 3D. The toggle-2x is synthesized by petrify. The reason for using different asyn-
chronous circuit design tool to synthesize the circuit is that these tools generate different circuit in
a same specification. In a some condition, 3D can generate simpler circuit than the petrify and vice
versa. As a result, a toggle-1x is synthesized by 3D and toggle-2x is synthesized by petrify.

4.1.3 Merge Module

Two kinds of merge module is required for our asynchronous FIFOs. Merge module has two left
channel and one right channel. This module receives two requests from left channel and send
only one input channel at a time to right channel. This module didn’t receive the input channel
arbitrarily. According to sequence, the merge modules are operated. Merge-1x module receive left
up channel and then left bottom channel. However, merge-2x module receive left up, down and
down again. This merge-2x module is only required in square FIFO which will be explained in
next chapter.
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Figure 24: Merge Module

Figure 24 shows block diagram and layout of merge 1x and 2x module. As shown in this figure,
merge module is similar with other module but only different thing is that Mux is required for data
latch. Since we used normally opened data latch, when the both channel’s request high in a left
channel, the data can be overlapped. To prevent this circumstance, Mux is required. The merge 1x
layout area is 35x31um and merge 2x area is 35x36um. Since this module required Mux, the size
is relatively bigger than other modules.

Merge module’s operation is similar with toggle module’s. After the operation of current left
channel is complete, the other left channel can start its operation.

A merge FIFO cell can be specified in CCS as follows :
L1=1v0 T ¢; 21 {a0 T {v0 | 25 la0 | L1
L2=1v1 T cyxglal Tlvl | 24lal | L2
R=GmlralTi7 |ra ] Tac7m [ralT3m™ | ra | T4 R

MERGE= (L1|L2|R)/{c1, 21, T3, C2, T3, 24}

According to above CCS format, we can get petri-net and state transition graph from petrify.

Figure 25: Merge Module’s Petri-net and STG

Figure 25 shows the Petri-net and state transition graph. As mentioned before, 3D and Petrify
generate different circuit in a same specification. In a case of merge module, the circuit from
petrify is simpler than 3D, so the merge 1x and 2x modules are synthesized by petrify.
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4.2 Different Structural FIFOs
In this project, we will compare different structural FIFOs for low latency and low power while
retaining high throughput. In this chapter, four different type FIFOs will be described, linear, par-

allel, tree and square FIFOs. By combining above asynchronous circuit modules, we will compare
a various FIFOs in ten-deep nine bit wide FIFOs in terms of latency, power and area.

4.2.1 Linear FIFO

First of all, ten stage simple linear FIFO is used.

L1| (2| 3| |a] s LG—L7_L8_L9:|L10|:

Figure 26: Linear Asynchronous FIFO

Ten stage of linear FIFO are shown in Figure 26. Each latch is a transition latch that captures
bundled data in response to a transitianEach FIFO stage acts as a concurrent process that will
accept new data when the previous stage has data to give, and the next stage is finished with the
data currently held. This is the FIFO circuit that is used as the basis for comparing each of the
other FIFO designs.

4.2.2 Parallel FIFO

/Ll_L3_L5_L7
—] /

Tlx Mlx|

NJoH w6l
L2 L4 L6 L8

Figure 27: Parallel Asynchronous FIFO

Figure 27 shows the block diagram and layout of ten stage parallel FIFO. As shown in this figure,
the parallel FIFO is consist of a toggle-1x, merge-1x and eight linear FIFO module. Since we use
1x of toggle and merge module, the data is delivered up and down sequenced. As we can estimate
the result, the parallel FIFO reduces latency by a factor equal to the number of parallel FIFOs. In
this FIFO, we use two number of parallel FIFO, the latency would be reduced by almost half of
ten stage linear FIFO. However, since the extra circuit will have more latency in toggle and merge
module, the whole latency is bigger than a half of linear FIFO’s latency.
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Figure 28: Tree Asynchronous FIFO

4.2.3 Tree FIFO

Figure 28 shows the block diagram and layout of ten stage tree FIFO. The tree structural FIFO is
consist of three 1x toggle and merge modules and four linear modules. A tree FIFO is essentially a
parallel FIFO but one in which each of the parallel FIFOs are also parallel. The data are fanned out
to a binary tree of FIFO cells, and then collected in another binary tree to a single output cell. The
most important things in tree FIFO, the entire FIFO behaves exactly like a ten-deep FIFO, but data
pass through only 5 stages. As a result, the latency would be the lowest among our four different
structural FIFOs.

4.2.4 Square FIFO
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Figure 29: Square Asynchronous FIFO

Figure 29 shows the block diagram and layout of ten stage square FIFO. Square FIFO can com-
pensate the drawback of tree FIFO, which the physical tree structure may not pack well onto the
two-dimensional surface of an IC since rectangular shapes might pack better in terms of layout.
As shown in this figure, however, each module don’t have same size, so it is not exact rectangular
shape.

In a square FIFO, data pattern is little bit different with other FIFOs. The first data goes all the
way to the right end before dropping into the vertical FIFO in the middle. The second goes to
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the second column and the next drops into the first column and the cycle repeats. So, toggle 2x is
required in the first column and top row, and merge 2x is required in the third column and bottom
row. It can make the bottom row collects data from the vertical FIFOs in the same order using the
same idea. Even though tree’s latency is more efficient than square’s, the square arrangement may
be more amenable to planar VLSI layout than the tree.

4.3 Performance Comparison

In order to evaluate the performance of the various FIFO organizations presented here, we used
Hspice simulation with extracting file from cadence. For precise evaluation, first of all, we com-
pared each module’s power and size. Table 1 denotes the result of simulation.

Module | Power (W) | % Power Increase Size m?) % Size
Linear 387.1 0% 2x24 (528) | 0%
Toggle 1x| 467.8 20.8% 20x35 (700) | 32.6%
Toggle 2x| 551.4 42.4% 26x35 (910) | 72.3%
Merge 1x | 546.5 41.2% 35x31 (1085)| 105.5%
Merge 2x | 615.8 59.1% 35x36 (1260)| 138.6%

Table 1: Each Module Power and Size

The percent power and size is a measure of how much the value of each FIFO modules higher than
a simple linear FIFO. In this table, we didn’t compare the latency because toggle and merge 2x is
not symmetric circuit, so the latency d¥Q, Ivl) and ¢vO0, rvl) is different. As we can see in this

table, merge module’s power and size is relatively bigger than others because of Mux. This size
includes the data latch and asynchronous FIFO controller. Actually, the data latch’s size occupied
more than 7% of whole FIFO.
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By combining of each module, we designed various FIFOs, linear, parallel, tree and square FIFOs.
Figure 30 shows the simulation result in Hspice. In this figure, sibndd is first stage’s input

and output, and signaV is last stage’s output. To measure the latency of various FIFO, we need
to know when request sigrialcomes into first stage, how long take the time sigaaoes up. As
shown in this figure, parallel and tree FIFO’s latency is very low. Even though the parallel and tree
also have ten stage, when the FIFOs are empty, the data is through only 5 or 6 stage.

Latency (ps) % Latency | power (mW)| % Power | size @m?) | % Size
Linear 640 100% 2.459 100% 5280 0%
Parallel 375 58.6% 1.679 68.3% 6010 13.8%
Tree 330 51.6% 1.479 60.1% 7470 41.4%
Square 510 79.7% 1.546 62.9% 7123 34.9%

Table 2: Latency, Power and Size

The various FIFOs latency, power and area is summarized in Table 2. This table illustrates tree
FIFO has the lowest latency and power, but drawback is size. The square FIFO has not low latency.
An aspects of shape, however, the square FIFO’s shape is almost rectangular. Even though the area
is relatively big among a various FIFO, it has minimum length in its longest dimension(vertical
and horizontal).

In our test-bench, we simulate these various FIFO to compare the efficiency with synchronous
FIFO. However, since asynchronous FIFO is much faster than synchronous FIFO, it is hard to
distinguish the latency among various asynchronous FIFO. The whole test-bench is used for mea-
suring throughput and we get a result that each FIFO’s throughput is almost same. Therefore, as
we expected, we designed low latency asynchronous FIFO while retaining high throughput.

4.4 Conclusion

This project has explored some circuit for building various asynchronous FIFO that have lower
latency than a simple linear FIFO. To reduce latency and power consumption, fewer signal transi-
tions are needed to pass data through the FIFO.

The linear FIFO uses a distribution to compare with other various FIFO, so we use simple linear
FIFO which from Dr. Stevens linear FIFO. The parallel shows that the latency is reduced by a
factor equal to the number of parallel FIFOs the data are distributed into. If we designed three way
toggle in front of parallel FIFO, the latency might be reduced by one third. Tree FIFO distributes
the data into a binary tree of FIFOs. Even though the layout shape is not rectangular, this has the
lowest latency and power consumption. Square FIFO is similar with tree FIFO, but there are big
difference. Data are stored in the top and bottom FIFOs as those cells are doing the distribution.
In addition, the shape is fit well in terms of VLSI layout.

In our SoC design, we don't need many stage FIFO. In a previous project, we only use 2 stage
FIFO, but to compare various FIFO in a same condition, we use ten stage FIFOs. According to
traffic signal from PE, if we need from 4 to 8 stage FIFO, the parallel FIFO would be efficient due
to low latency and low power consumption.
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5 Behavioral Validation & Results

5.1 Golden Model & Testbench

Golden model and testbench were designed targeting the system shown in figure 31. It consists of
one router, 6 interface circuits and three ports, A, B and C, each of which has sending and receiving
ports.

Golden model written in C language generates random data for three ports. All source and destina-
tion of data transfer, stall condition, and data transfer rate are randomly decided in each simulation.
These data are stored in text file.

Testbench works like PEs which send or receive data with each other. Testbench read data from
the text file that the golden model generates and it makes the three sending ports to send data to
the destination receiving port. On the other hand, the testbench reads data from the three receiving
ports and store them into appropriate output files. After a simulation is done, the output files from
the testbench are compared with the input files from the golden model. Testbench is written in tcl
and the simulations were performed using Modelsim.
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Figure 31: Testbench Model

These golden model and testbench were designed and used in the previous project in which the
router is synchronous version and interface circuits used linear asynchronous FIFO. We replaced
corresponding modules for the behavioral validation of the asynchronous router and the asyn-
chronous tree-FIFO. Verilog behavioral models for the asynchronous router and the tree FIFO
were written from the selected circuits Betrify and 3D output log files. Test results showed the
behavioral models of the router and the tree FIFO work correctly.

6 Conclusion & Further Researches

In this project, we designed an asynchronous router and various asynchronous FIFOs. Two asyn-
chronous tools3D andPetrify were used to design asynchronous modules and circuits and layout
were designed using IBM 130nm technology. The functionalities of the design was verified with
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verilog behavioral model and ModelSim simulation. The timing analysis of operation of circuits
were performed in HSPICE simulation.

The asynchronous router is a main module composing asynchronous network fabric to interconnect
processing elements or IP blocks in SoC system. As one of following researches of this project,
the operation and performance of the asynchronous router need to be verified and evaluated with
other modules, Processing Elements and interface circuits, which are not currently available in
130nm technology. Comparison of this asynchronous router with the synchronous version from
the previous project may be another valuable research.

Various asynchronous FIFOs, such as linear, tree, parallel, and square FIFO were designed and
analyzed as well. As an aspects of latency, power consumption, and area, we compared various
FIFO with simple linear FIFO. By combining linear, toggle 1x and 2x , and merge 1x and 2x, we
designed various FIFOs. As aresult, tree FIFO has the lowest latency and power consumption, but
it occupied relatively big area. Therefore, in our SoC system, the parallel FIFO is more efficient
than others since it has lower latency and power consumption and the size increase$onlth10
simple linear FIFO. However, to use the most appropriate FIFO in an interface system, it depends
on which part is more weighted than others, such as latency and power consumption. In further
research, we need to design more simple circuit by reducing concurrency and investigate more
efficient FIFOs for instance three way parallel FIFO or folded FIFO.

Our system will be fabricated in both 130nm and;hbin near future. For fabricating our asyn-
chronous interconnect network system, the rest of modules such as PE and synchronizers are sup-
posed to be designed in 130nm technology which can be possible only after synthesis and APR
process are available in 130nm technology. And, only the asynchronous router is required to be
redesigned for 0/om chip
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A Petrify Input Files

A.1 Asynchronous Network Fabric Modules

A.1.1 Switch.g

Bnodel switch v

cinputs raZ 1w ral d
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cdummy eps2 t2 £l epsl
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ctime la+<|ral+ # concurrency reduction (automatic)
ctime la+/1<|ral+ # concurrency reduction (automatic)
Ctime rwl+<|Llw- # concurrency reduction (automatic)
Ctime v+ | Llw-41 # concurrency reduction (automatic)
cend
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A.1.2 Join.g
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B Chip Test Report

This section describes testing our chips which were fabricated with support of MOSIS. All circuits
in the previous design report are designed and simulated in 130nm technology. Unfortunately, we
didn’t have a chance to fabricate our design in this technology. Instead, our design were fabricated
in 0.5um technology using AMIS C5F/N process. All designs in 130nm technology were converted
and verified in 0.5um technology before fabrication.

Concerning about Asynchronous FIFOs, although we designed various asynchronous FIFOs, only
asynchronous linear FIFO was used in the design for fabrication due to the limitation of chip space.

B.1 Test Environment

We tested and verified the functionality of our chips with IC testing equipment, Tektronix LV500
Logic Verifier, which is provided for class projects and any research projects in our department
laboratory.

Every verification test with this equipment requires three basic components:

1. Device Under Test(DUT) card to connect our chip to the LV500

2. Test Vectors which include all stimulus input patterns and expected output patterns
3. Proper configuration of the test equipment, LV500

All chips were packaged with PGA84M package type and a DUT card with a ZIF socket for the
package is ready to use.

The input and expected output test vectors were generated through simulations of our design ex-
tracted from the final layout and verilog test bench.

According to the architecture of our chip, we need 6 types of test vectors. There are three different
interface circuits between PE and Network Fabric part: Direct Interface, Synchronous Interface and
Asynchronous Interface, and two different data paths, Async. Router and Async. FIFO, in Network
Fabric part. One of these interfaces is selected by external selectiorPgisf_selandNtk sel

Figure 32 shows the block diagram of internal architecture of our chip. The number of combination
of possible interface is 6 so that we need to test each case respectively with corresponding test
vectors.

Besides 3 different interface circuits and 2 network fabric data paths, there are two other main
blocks, PE and Statistic Memory. It was possible to test the functionalities of these two blocks in
the test of interface blocks so testing PE and Statistic Memory did not require any additional test
vectors.

B.2 Test Result

Table 3 summarizes the test result of our chipsrect and Synchronousnterface and PE work
correctly. Data were sent out from PE to output ports and received from input ports to PE through
both async. router path and async. FIFO path Witlect and Synchronougnterface without any

error. PE could send data in all of three different sending modes:_Bhdtster, PseudRandom

and TaThe Sender.
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Figure 32: Block Diagram of Chip
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Table 3: Test Result

Asynchronousnterface correctly operates to send data out and to receive from input data pins
with async. FIFO data path. But, it shows a malfunction when data are sent out through async.
router. The problem is caused by the switch module’s operation inside of async. router. The switch
module distributes data from input to one of two output ports. The path is decided depending on
MSB (Most Significant Bit) of input data: when MSB is 0, data are sent to port B. Otherwise,
they are sent to port C when A is input port. For correct operation of the switch module, the MSB
of data of input data should come before the request signal for data tralnsieagynchronous
protocol). But, we failed to give enough time for MSB to be stable before the request signal arrives
the switch module. The switch module distributes data to wrong path when the value of MSB is
changed. In order to catch this problem in design and verification phases, Hspice simulation for
asynchronou circuits should have been done more carefully and throughly.

Statistic Memory was unable to store any data in both operation mode and scan mode. We consid-
ered that the problem of Statistic Memory was also from interface design between custom-designed
blocks and synthesized designs. The Statistic Memory , a part of PE, is the only custom-designed
for reducing its layout size while the rest of PE were synthesized designs. In our chip design
environment, all outputs of synthesized designs were set to drive FO4 output load. The Statistic
Memory is made up of 640 FF(Flip-Flop)s and controlled by other parts of PE. This means that a
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proper inverter chain is required for a control signal from a synthesized part in order to drive big
output load, the Statistic Memory, but our real chip does not have it. Theoretically, if the clock
period is longer enough than the slow rising and falling time of control signals, this problem can
be overcome. (The rising and falling time of control signals are about 100ns in Hspice simulation.)
However, the Statistic Memory could not store any data even with the longest clock perisd, 1

of our test equipment.

B.2.1 Test of Performances

The performance of our design was measured by schmoo plot which depicts test results varying
operating conditions, like supply voltage, clock frequency, pulse width, pulse phase.

The expected maximum operating frequency of our chip from the functional simulation is 192
MHz but our test equipment, LV500, is too old one and able to provide only up to 50MHz (20ns
of clock period). All parts of our chip operate at 50MHz clock frequency in normal condition and

Figure 33 shows the performance of our chip with varying the supply voltage from 3.5V to 5.0V
and clock period from 20ns to 48ns.
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Figure 33: Schmoo Plot

B.2.2 Summary of Test

All test results are summarized in the Table 4 following the MOSIS test report form.

Design Number 78257

Fab ID T78M-BF
Design Type Digital
Submitter Hosuk Han, JunBok You
E-mail Address han@ece.utah.edu, jyou@ece.utah.edu

Number Parts Received 5

Number Parts Tested | 5
Number Parts Functional5 (partially functional)
Part Speed 50MHz ( the maximum speed to be tested in our test equipment)

Table 4: Summary of Test Results
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