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Ex:
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Fig. 1.  3-dimensional view of f(x, y).
Find the correlation, XY, of X and Y given the joint probability density function, f(x, y), illustrated above and described by the following equations (see Probability: Covariance: Example 3):
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Sol'n:

The bottom of the joint probability density function, shown shaded in Fig. 1, is shown in Fig. 2.  This is the set of (x, y) values where f(x, y) ≠ 0, (also known informally as the footprint of f(x, y) and formally as the support of f(x, y)).  This is what we would see looking down on Fig. 1 from the top.
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Fig. 2.  Support (or footprint) of f(x, y).
We use Fig. 2 to determine the limits of integrals in the calculation of variances, 
[image: image11.wmf], and 
[image: image12.wmf], for the correlation, XY:
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The calculation of variances is the same as it would be for a single variable probability density function:
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and

[image: image15.wmf]
E(X 2) and E(Y 2) are the values we are lacking.  We use the given definitions of marginal probability density functions given in the problem:
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and
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We evaluate the integrals:
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and
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Calculating variances, we have the following results:
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and
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For the correlation, we calculate the following value, (which must lie between –1 and +1):
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or
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The correlation is positive, telling us that, when X is more positive, Y tends to be more positive.
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