	[image: ]
	By:  Neil E. Cotter
	Statistics

	
	
	Student's or t-distribution

	
	
	Derivation (cont.)

	
	
	

	
	
	




	CONCEPTUAL TOOLS
	By:  Neil E. Cotter
	Probability

	
	
	Conditional Probability

	
	
	Discrete

	
	
	multiplicative trees

	
	
	




TOOL:	
[bookmark: _GoBack][image: ]

	
image1.png
Multiplicative Probability Trees
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P(B|4) P(B'4)=1- P(B|4) P(Bl4") P(B'|4")=1-P(B|4")

ANB ¢ P(4,B)= ANB'
P(B|4)P(4)

P4,B")= ANB 4 PA'B)=  ANB’
P(B'|4)P(4) = P(B|A")P(4") =
P(4)-P4,B) P(B) — P(4,B)

P4'B"=
PB'4VPA") =
P(4")— P(4"B) =
1—P(4)- P(B)
+ P(4,B)

Leaves form a partition: mutually exclusive, and union = S where S = sample space

By Law of Total Probability:
P(4,B)+PAB)=P(d) and P(4,B)+P4'B)=P(B)
P(4"B)+P(A'B)=P(4") and P(4,B")+P(4"B"=P({B’)

By Law of Additive Probability:
P(AUB) = P(4) + P(B) — P(4,B)
P(4UB|C) = P(4|C) + P(B|C) - P(4.B|C)

By definition of Conditional Probability:
P(4|B) = P(4,B)/P(B) and P(B|4) = P(4,B)/P(4) and P(4|B) = P(B|4)P(4)/P(B)
A,B independent if and only if P(4|B) = P(4) => P(4,B) = P(4)P(B)
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