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Gradieat Desceat — A\Sorl‘thm
Sing‘e we}yh-&: Aw = ~7 JDE(w)
aw
w here p = \e.arn}r\a rate or step size g >0
w = synaptic we.;jht- (or any other

parameter of a  box c_ompvﬂ:ing a Ffunetion)
E(w) = Error wmade by neural net work

(or any box COMFWhina a func-(:i.on)
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+ provided by outside world
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Typically ,  E(w) = L t-~y) ssuarea( error
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A\Sor]‘thm descends +toward minimum of E(w)

by  Following 3rad}en‘k, (which lappens 4o be direction
of  steepest descent). The a\aw}{hm tells ug

how %o ad',n\s‘t wy,w, For min error , E(&).

Tn  other words , 3radieu-(: descent is a learming alqorithm,




