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Abstract—The generalized numerical solution of Laplace's equation in two dimensions is dealt with, subject to boundary conditions imposed by conducting surfaces and dielectrics which are permitted a limited amount of inhomogeneity. It is shown how this solution may be applied in the determination of the properties of TEM-mode transmission lines including the equivalent circuits of simple obstacles in these lines. The theory is illustrated with a number of examples, certain of which do not appear to have been previously treated theoretically in the literature. While certain of the examples serve mainly to show the power of the technique, others are given very detailed treatment with the production of much new design data.

I. INTRODUCTION

TWO IMPORTANT CLASSES of problems in transmission-line engineering, each requiring the solution of Laplace’s equation, will be treated. The aims of the paper are:

1) To outline these problems,
2) To present the mathematical theory for their numerical analysis,
3) To summarize the numerical analysis procedures and their use in constructing a computer program
4) To give an extensive collection of important engineering results that have been obtained.

The first class of problem is concerned with the determination of the characteristic impedance and propagation constant of TEM-mode transmission lines. For engineering exploitation an accurate knowledge of the basic parameters of these lines is necessary. Because the mode is TEM, having components of neither the electrical nor the magnetic field in the direction of propagation, the determination of these constants requires a study of the fields only over the line cross section, within which they must obey Laplace’s equation and the imposed boundary conditions.

The second type of problem considers the outcome when the longitudinal uniformity of a TEM mode line is interrupted by the insertion of an obstacle. The regions of inhomogeneous field so generated can often be represented by equivalent circuits referred to suitably chosen reference planes enclosing the obstacle. In certain special but important cases, the parameters of these equivalent circuits can be found by solution of the Laplace equation within the inhomogeneous region.

Despite the success of modern analysis there remain many problems of engineering importance of both types which either were left unsolved or were treated approximately and with varying success. This is particularly true where not only do the boundary conditions imposed by the conductors have to be taken into account but also, additional constraints are imposed by the presence of an inhomogeneous dielectric medium. The numerical techniques that form the subject of this paper must then be employed.

II. Theory

A. Numerical Analysis Theory

It must be made clear from the outset that this work is concerned exclusively with two dimensional systems whose boundaries can be represented as a series of constant coordinate curves in either

1) Cartesian coordinates, or
2) cylindrical coordinates, with the restriction of rotational symmetry

In each case a special kind of inhomogeneity in the dielectric medium will be permitted. That is, two dielectrics may be present, one of which is free space, and the whole dielectric is considered to be made up by the juxtaposition of discrete blocks of these dielectrics, i.e., the inhomogeneities are stepwise. “Dielectric,” will be defined, hereafter, to mean the non-treespace portion.

Cartesian problems require the solution of the equation

$$\frac{\partial^2 V}{\partial x^2} + \frac{\partial^2 V}{\partial y^2} = 0$$  \hspace{1cm} (1)

while in cylindrical coordinates the following equation must be solved:

$$\frac{\partial^2 V}{\partial r^2} + \frac{1}{r} \frac{\partial V}{\partial r} + \frac{\partial^2 V}{\partial \theta^2} = 0.$$  \hspace{1cm} (2)

The numerical solutions of both these equations have much in common and it will suffice here to develop the argument for the Cartesian case only. The treatment of cylindrical problems is given in Appendix A.

Consider the two-dimensional problem shown in Fig. 1. For the present, some generality may be sacrificed without essential loss to the outline of the theory by considering the medium between the conductors to be homogeneous. Details of the treatment of inhomogeneous media appear in Appendix B. Imagine the region
between the conductors to be divided into squares by a net of interlaced rows and columns. Although the figure shows the conductors falling along these rows and columns this is not an essential element in the theory. However, for the purpose of organizing the problem on a computing machine it is much easier if this is the case; this restriction has been voluntarily imposed throughout this work.

Consider a typical point $P$ in the medium between the conductors. The potential at $P$ must satisfy (1). For numerical computation, this equation can be reduced by considering it in terms of the potential at $P$ and its four immediate neighbors, distant by the mesh width $a$ in each of the coordinate directions. Then applying Taylor's theorem in the $X$ direction.

\[
V_a - V_P = a \frac{\partial V}{\partial x} + a^2 \frac{\partial^2 V}{\partial x^2} + a^3 \frac{\partial^3 V}{\partial x^3} + a^4 \frac{\partial^4 V}{\partial x^4} + \ldots
\]

\[
V_a - V_P = -a \frac{\partial V}{\partial x} + a^2 \frac{\partial^2 V}{\partial x^2} - a^3 \frac{\partial^3 V}{\partial x^3} + a^4 \frac{\partial^4 V}{\partial x^4} + \ldots
\]

adding, and then manipulating.

\[
\frac{\partial^2 V}{\partial x^2} = \frac{V_A + V_B - 2V_P}{a^2} - \frac{a^2 \partial^4 V}{12 \partial x^4}
\]

\[
\sim \frac{V_A + V_B - 2V_P}{a^2},
\]

i.e., an approximation has been obtained to the second derivative, accurate within the order $a^2$, and which can be arbitrarily refined by decreasing the mesh width.

The same argument may be applied in the $Y$ direction. Combining this with (3), (1) for $P'$ reduces to

\[
V_A + V_B + V_C + V_D - 4V_P = 0
\]

and this may be extended to every other point in the medium. For nodes on the conducting boundaries by definition

\[
V_P = V_o
\]

where $V_o$ is the boundary potential.

The original problem, therefore, was replaced by one which gives an approximate representation in terms of simultaneous linear equations, i.e., a complex analytic problem was reduced to solving simultaneous equations.

B. The Solution of Large Groups of Simultaneous Equations

Although the problem undoubtedly has been simplified it is not all gain since an adequate representation of the original problem demands a large group of simultaneous equations which need special techniques for solution, i.e., the basic problem now is one of coping with the large amount of arithmetic involved.

Solution by digital computer has been receiving much attention during the last ten years and is now the subject of a large and increasing volume of literature [1].
Of the many possible processes for the solution of the simultaneous equations arising in the finite difference treatment of partial differential equations, the one which seems best suited to a digital machine is successive over-relaxation (SOR). This has the advantages of

1) involving only the constant repetition of a small group of machine orders,
2) allowing the data relating to substantially large problems to be retained entirely in core, and
3) being terminable when any desired degree of accuracy has been attained. This is important since it is fruitless to solve what is, after all, only an approximation to the actual problem to an accuracy greater than that of the approximation.

SOR may be defined as the relaxation cycle [2],

$$V_{i(t+1)} = V_{i(t)} - \frac{\Omega}{a_{ii}} \left\{ \sum_{k=1}^{n} a_{ik} V_{k(t)} - b_{i} \right\},$$  \hspace{1cm} (6)

whereby a gradually improving solution is obtained to the simultaneous equations written in matrix form as

$$AV = B$$

where

$a_{ii}, V_{i}, b_{i}$ are elements of the matrices $A, V, B$, respectively.

$j$ measures the number of iteration cycles,

$p$ is the number of simultaneous equations, and

$\Omega$ is the accelerating factor.

The method is convergent if $0 < \Omega < 2$, and most rapidly convergent for some $\Omega_0$ between 1 and 2.

For efficient computation the crux of the problem is to determine the optimum accelerating factor $\Omega_0$. Frankel [3] showed that this is dependent upon the largest eigenvalue of a certain matrix derived from $A$ and itself dependent on $\Omega_0$. In general, then, except in the most trivial cases, it is just as difficult to solve for $\Omega_0$ as to do the actual problem, and it is generally not possible to start the computation with a knowledge of this parameter.

This difficulty was overcome by Carré [4] who devised a method of determining $\Omega_0$ with steadily improving accuracy as the calculation proceeds. While obviously not as fast as optimum SOR, it still saves considerable time when compared with other possible methods.

Carré’s paper is also important in that it gives a method for estimating an upper bound on the largest remaining error after any complete iteration cycle. This may be used as a terminating criterion.

C. Determination of Transmission-Line Constants

The way is open to compute the constants of transmission lines if a nodal potential distribution is known. Capacity is the first constant sought and for some purposes, e.g., equivalent circuits of discontinuities, this is also the final result.

To obtain capacity it is prerequisite to determine the charges on the conductors. These may be found by Gauss theorem [6], requiring the integration of the normal component of electric displacement over a surface enclosing the conductor. Forming this surface by lines joining nodal points drawn parallel to the coordinate directions, as shown in Fig. 2, at any point $P$ on this surface

$$D_n = \rho E_n = - \epsilon \frac{\partial V}{\partial n},$$  \hspace{1cm} (7)

where

$D_n$ is the normal component of displacement,

$E_n$ is the normal component of electric intensity, and

$n$ is the normal coordinate.

By the same Taylor expansion as used earlier the derivative of the potential at $P$ may be expressed numerically in terms of the known potentials of the nodes $A$ and $B$ on each side of it, with an error in the order of $a^2$, as

$$\frac{\partial V}{\partial n} = \frac{V_B - V_A}{2a}. \hspace{1cm} (8)$$

It is now easy to apply Gauss’ theorem. Thus, if the surface containing the conductor consists of $s$ straight line segments each containing $r$ nodes, the charge per unit length normal to the cross-section is given by

$$Q = \epsilon a \sum_{s} \sum_{r} \left( \frac{\partial V}{\partial n} \right)_p, \hspace{1cm} (9)$$

where the symbol $\sum'$ is used to indicate that the first and last terms in the summation are halved. This is seen to be equivalent to integration by the trapezoidal rule, known to involve a dominant error in the order $a^2$, and is therefore consistent with the whole finite difference process.

From charge capacity it follows that

$$C = QV_i^{-1} \hspace{1cm} (10)$$

where $V_i$ is the potential difference between the conductors. Given capacity, characteristic impedance follows without difficulty, although two cases need to be distinguished. If the medium within the line is homogeneous,

$$Z_0 = \frac{1}{Cv} \hspace{1cm} (11)$$
where
\[ \tau = \frac{v_0}{\sqrt{K_r}} \]
is the phase velocity in the medium,
\[ v_0 = \text{the velocity of light in free space} \]
\[ (2.997925 \times 10^8 \text{ m/s}), \]
and
\[ K_r = \text{the dielectric constant of the medium.} \]

If the medium is inhomogeneous, two steps are necessary: the capacity is determined twice, once with all dielectrics removed, and then with them present. Since inductance per unit length is not altered by the introduction of the dielectric (assuming, of course, that it is nonmagnetic) it follows that
\[ Z_0 = \frac{1}{v_0 \sqrt{CC_0}}, \quad (12) \]
where
\[ C_0 = \text{the capacity without dielectrics,} \]
\[ C = \text{the capacity with dielectrics present,} \]
and that the phase velocity in the line is
\[ \tau = v_0 \sqrt{\frac{C_0}{C}}, \quad (13) \]

It must be noted that this simple argument is not flawless. It is not difficult to see that a line having a discontinuous medium over its cross section cannot support a pure TEM wave. However, the error in assuming that it can, although frequency dependent, is usually minute, not amounting to more than a fraction of a percent at frequencies of several Gc/s. A further discussion is given in Marcuvitz [7] and Grießmann [8].

D. Improving the Solution by extrapolation

Southwell [9], considering hand-relaxation methods seems the first to postulate the idea of “advancing to a finer net” in order to speed computation. In this method, the computation is commenced on a coarse net using any assumed starting solution. (The computer program starts by assuming that all interior nodes are at zero potential.) The answers thus obtained are used as a starting point for solution on a more refined net, and so on, as required. This process may be equally well employed in a digital machine with the same consequent saving of time, but more than this simple advantage results.

Based upon earlier work by Richardson [10], Culver [11] showed that the solution obtained from increasingly fine nets may be combined to extrapolate a more accurate solution. Defining the “mesh number” as the number of net widths abutting some defining dimensions, say the side \( ST \), in Fig. 1, then given solutions \( C_1 \),
and for the capacity at mesh numbers \( n_1, n_2, \text{and } n_3 \) \((n_1 \geq n_2 \geq n_3)\), a better solution is

\[
C = b_2 C_3 - b_1 C_2 + b_1 C_1 \quad (14)
\]

\[\text{where}\]
\[
b_1 = n_1^2 (n_2^3 - n_3^3) / D \\
b_2 = n_2^3 (n_3^3 - n_1^2) / D \\
b_3 = n_3^3 (n_1^2 - n_2^3) / D \\
D = n_1^2 n_2^2 (n_3^2 - n_1^2) - n_1^2 n_3^2 (n_2^2 - n_3^2) + n_2^2 n_3^2 (n_1^2 - n_2^2),
\]

provided that the approach of these solutions to the limit is monotonic. To test monotonic convergence one computes the ratio

\[
R = \frac{a_2 C_3 - a_1 C_1}{a_0 C_3} \quad (15)
\]

where
\[
a_1 = n_1^2 (n_2^3 - n_3^3) \\
a_2 = n_2^3 (n_3^3 - n_1^2) \\
a_3 = n_3^3 (n_1^2 - n_2^3).
\]

For true monotonic convergence \( R \) is unity and in practice its closeness to unity gives a measure of the "goodness" of the extrapolation.

**E. Determining the Accuracy of a Numerical Solution**

Having found a numerical solution, it is important to gain some idea of its accuracy. There does not, however, appear to be any purely theoretical way of doing this. The most positive way of making an estimate appears to be a numerical development of a problem having a known analytic solution, and one resembling the actual problem as closely as possible, using in each case a comparable number of nodes. Estimates of accuracy made in this way have suggested that with three- to four-thousand nodal points, errors as low as one part in \(10^7\) can be obtained in computing times not exceeding two to three minutes. As far as characteristic impedance is concerned this is an order or so better than allowed by normal constructional and dielectric tolerances.

**F. Programming Aspects**

It is now profitable to consider a few of the programming aspects. In the work that forms the subject of this paper it proved possible to solve problems involving up to 15,000 simultaneous equations using an IBM 7090 machine. Clearly, to use this potential to advantage, it is vital that individual problems be presented to the machine in such a way as to require a minimum of effort from the operator.

Ideally, if given a deck of data cards defining the geometry of the problem, the machine should be able to set up its own system of simultaneous equations, to solve them, to automatically advance to a finer net if so desired, to extrapolate the individual solutions, and to print out answers in a readily interpreted format. This problem of program organization proved to be more of a test than the mathematics; however, it is a rare problem that cannot be completely solved, using no more than twenty data cards. It is not appropriate to give details here of how these data cards are written but the interested reader may consult Green [12].

After processing by the machine, in addition to the print-out of charge and capacity, the facility for print-out of the computed nodal potentials is also available on demand. This is useful when it is necessary to see whether the problem has been adequately represented by the finite difference model or where a knowledge of the field itself is desirable.

**III. A Selection of Solved Problems**

The program just described was employed in the numerical solution of a large number of transmission-line problems, leading to the production of much useful data. Some of these results have been published [13], [14] but many of considerable importance will be presented in this section. Initially, attention will be given to characteristic impedance determination, but later subsections will discuss the equivalent circuits of a selection of simple obstacles.

**A. Shielded Stripline**

Stripline consists basically of an inner conductor centrally placed between two plates or ground planes having a width much greater than their spacing. In a form frequently used it has an inner conductor consisting of two thin strips of copper (typically about 0.006 inch thick) formed to the desired width on each of the two faces of a supporting dielectric board that spans the width of the ground planes. In some applications, such as directional couplers [15], a solid rectangular inner conductor is used whereas in others, a dielectric support strip with the dielectric not protruding beyond the edges was substituted. Figure 3 shows these basic cross sections.

Various attempts have been made to obtain analytic solutions to this problem. In all cases the assumption was made that the ground planes are of infinite width and justified by the fact that the rapid exponential decay sideways of the field allows this idealized model to simulate practical cases with small error. Although this is a good approximation it is not necessary in a numerical solution, and in practical strip-line circuits it is often desired to close the ends of the cross section with metal plates.

For the strip configuration no direct analytic solution that includes the dielectric board has thus far been published [16]; two thin and unsupported strips were usually considered [17]. For the solid inner-bar configuration, Collin's variational solution [18], rather involved for numerical computation, or Getsinger's curves [19] may be used. In this section numerical solutions to these problems will be given and it will be shown that when the dielectric board extends beyond the inner conductors its neglect involves significant errors.
Fig. 3. Principal forms of stripline. (a) Full dielectric support. (b) Partial dielectric support. (c) Solid inner conductor.

### TABLE I
NUMERICAL DATA ON SHIELDED STRIP-LINE

<table>
<thead>
<tr>
<th>Strip Width</th>
<th>Full Dielectric Support [Fig. 3(a)]</th>
<th>Partial Dielectric Support [Fig. 3(b)]</th>
<th>Solid Inner Bar [Fig. 3(c)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1250</td>
<td>58.73</td>
<td>0.9506</td>
<td>57.38</td>
</tr>
<tr>
<td>0.1563</td>
<td>51.48</td>
<td>0.9540</td>
<td>53.29</td>
</tr>
<tr>
<td>0.1873</td>
<td>50.79</td>
<td>0.9569</td>
<td>49.74</td>
</tr>
<tr>
<td>0.2188</td>
<td>47.57</td>
<td>0.9594</td>
<td>46.43</td>
</tr>
<tr>
<td>0.2500</td>
<td>44.72</td>
<td>0.9617</td>
<td>43.89</td>
</tr>
</tbody>
</table>

Note:
1. All characteristic impedances are expressed in ohms.
2. Phase velocity ratio is given with respect to light in free space (2.997925×10^8 m/s).

The leading dimensions of the cross sections analyzed numerically are shown in Fig. 3. Various strip widths between one-eighth inch and three-eighths inch have been examined, the principal aim being to determine the width necessary to give 50-ohms characteristic impedance and, in the case of sections containing dielectrics, to find the corresponding phase velocity. Symmetry allows treatment of a quarter of the cross section.

Two dielectric constants corresponding to Teflon (2.05) and Rexolite 2200 (2.65) were used. The results obtained are summarized in Table I. Table II gives data interpolated for 50-ohm line construction.

To test the accuracy of the results, solutions were worked out from analytic formulas for two thin unsupported strips, and a solid inner bar. For the first of these check problems Cohn's [17] formula was used. This is based on a Schwarz-Christoffel conformal transformation solution for ground planes of infinite width and involves an approximation, thought to be accurate to within 0.1 per cent for the test case (w = 9/32 inch) chosen, which removes one vertex from the path of integration. Cohn's formula gives a characteristic impedance of 53.40 ohms;
comparison with the corresponding entry in Table I shows agreement within 0.6 per cent. As an estimate of error this will be a little pessimistic since the effect of side walls, neglected in the analytic solution, will be to slightly decrease the line impedance.

Since the error would probably not be significantly altered when the dielectric card is present, this same error would be expected in the computed impedances with both Teflon and Rexolite 2200. The error in the velocity ratio should, however, be much smaller as this involves the quotient of two nearly equal quantities having approximately the same error. For Rexolite supported line a precise experimental measurement has been made of the velocity ratio [14] which was found to agree with the computed value to within 0.3 per cent. The discrepancy can be easily accounted for by tolerances, particularly on the dielectric constant, and the neglect of the finite thickness (about 0.006 inch) of the strips.

For the solid inner bar, upper and lower bounds on the characteristic impedance were computed from Colvin's [18] formulas for a bar width of 5/16 inch, and found to be 49.032 and 47.200 ohms, respectively. It will be seen that the numerical solution lies between these bounds and agrees with their mean within 0.04 per cent, a good agreement. This case was not checked experimentally.

To perform experimental work on stripline components without the need of coaxial-to-stripline transitions there is much to be said for having a slotted section available. The probe may be introduced along either of the axes of symmetry of the line; an apparatus in which it enters from the side has been described by Cohn [20]. Alternatively a slot may be cut in the center of the ground planes: this is less demanding mechanically since the probe is then inserted in a region of the field where the electric intensity vector has little or no component transverse to it. If the wall thickness of the ground plane is adequate, little slot leakage will result, but some compensation to the width of the center strip is obviously necessary if the characteristic impedance is to be maintained constant.

The slotted cross section shown in Fig. 4(a) was studied with the aid of the computer. Since the line is
no longer completely closed one of the boundary conditions to be met is that the potential at infinity is zero. While the application of numerical methods to unbounded fields will be considered in greater detail in the next section, it is satisfactory to say in the present instance that this is met with sufficient approximation by considering the slot to couple into a large conducting box straddling the slotted ground plane. Assuming Rexolite 2200 as the dielectric support material a strip width of 0.286 inch was found necessary to maintain 50 ohms characteristic impedance. This represents an increase in width of 0.007 inch over that in the absence of the slot. The corresponding velocity ratio was found to be 0.9360.

Since the field variation through the slot is clearly of some interest Fig. 4(b) shows an equipotential diagram for a slotted section having a 9/32-inch center strip. The very closely exponential decay of the field along the slot center line is most noticeable, indicating negligible leakage.

B. Microstrip Transmission Line

In recent years a new form of TEM-mode transmission line, known as microstrip and shown in cross section in Fig. 5, has come into use [21]. Although it is mechanically very simple, mathematical analysis [22] is extremely difficult even with simplifying assumptions and most of the data available has been determined experimentally. This problem can however be handled relatively simply by numerical means.

It will be observed from Fig. 5 that this is an unbounded problem, i.e., the electric field is not confined within a finite region between the conductors, so that one of the boundary conditions which must be incorporated is that the potential at infinity is zero. The method of approximating this is by imagining the problem to be enclosed in a conducting screen of dimensions large compared with the cross section of the line. It will be noted, also, that this is a problem involving a mixed dielectric.

Figure 6 shows plots of characteristic impedance and velocity ratio for a line with a PTFE dielectric (assumed relative permittivity 2.05) and where the width of the top strip remains small compared with that of the ground plane. An analysis of the effect of the screening enclosure is given in Green [5] and for characteristic impedance the results are estimated to be in error by not more than one ohm in the range covered by Fig. 5.

C. Steps in Coaxial Line

1) Single Steps in One Conductor Only: One of the most important applications of the program has been in the examination of the parameters of the equivalent circuits of certain simple transmission-line obstacles incorporated in the construction of bead supports, butt transitions, filters etc. This work has been confined to coaxial systems including, as a limiting case, parallel plate lines.

One of the most commonly occurring interruptions to the longitudinal continuity of a coaxial line is the abrupt step in either the inner or outer conductor of the line (Fig. 7). It was shown by Whinnery, Jamieson, and Robbins [23] that this type of obstacle can be represented by a shunt discontinuity capacity at the plane of the step, and that this capacity is invariant with frequency if the dimensions of the line cross section remain small fractions of the wavelength of excitation. In most coaxial line applications this is the case. An analytic determination of this capacity was attempted with success.

For the parallel plate line a formula was obtained by conformal transformation [24]. For coaxial lines the conformal transformation procedure is not applicable but the problem can be attacked by the mode-matching method in which the fields on each side of the junction are expanded in an infinite series of modes matched across the boundary to preserve continuity. This was
the approach used by Whinnery and his coworkers in 1944 and although theirs has been virtually the only data available in that time their paper suffers from two deficiencies that this new determination removes, viz.,

a) they do not consider diameter ratios beyond 5, inadequate to meet many needs, and

b) they published their answers as rather small difficult-to-read graphs. In scaling these up for publication in handbooks, often it seems by redrafting, considerable reproduction errors have occurred, causing values taken from various books to differ by several per cent.

Discontinuity capacity can be computed numerically by noting that it is equal to the difference between the total capacity of a line section including a step, and that computed by adding the contributions of two single unperturbed lines with cross-sectional dimensions and lengths equal to the actual lines on each side of the step. In setting up a model on a digital computer the observed fact that the inhomogeneous fields do not extend beyond the step that generates them by more than a diameter of the outer conductor may be used to limit the volume over which capacity must be calculated. The line may therefore be terminated by magnetic conductors one diameter each side of the step yet fully include its effects.

This problem was run on the machine to give the discontinuity capacities per unit circumferential length shown in Table III. Diameter ratios to 11 are considered.
As a guide to the accuracy of the data the discontinuity capacities obtained numerically for the limiting case of parallel plate lines were compared with the conformal transformation solutions. The agreement was found to be very good, the average correspondence being 0.4 percent with an error exceeding one percent only for the case where the capacity is smallest.

This method of computation can be attacked as inefficient since it demands the calculation of the total capacity to great accuracy to obtain an adequately small error in the discontinuity capacity (typically only a few percent of the total). While this is true, the computation time for the data presented in Table III averaged no more than two minutes per point.

2) Steps in Both Conductors Simultaneously: In some applications, such as a bead support required to restrain the inner conductor against axial displacement, it is necessary to undercut the inner conductor and overcut the outer conductor at the same reference plane to produce a doubly opening out discontinuity. A circuit representation of this double step by a single shunt capacity is still legitimate but a problem arises in determining its magnitude. Although there is no general case and any individual problem can be treated either analytically or numerically, it is obviously desirable to be able to use the data given in Table III.

Consider the discontinuity shown in Fig. 8(a). In the undisturbed field, regions R and S well away from the step, the lines will be radial, and the potential in the space between the inner and outer conductors will vary logarithmically with radius. There will be a certain diameter where the potentials in each of R and S are equal. In terms of the notation of the figure this may be determined readily as

$$ r = \log^{-1} \left( \frac{\log a \log \frac{d}{r} - \log c \log \frac{b}{a}}{\log \frac{d}{c} - \log \frac{b}{a}} \right) $$

(16)

or in the limiting case where the line has become a pair of parallel plates [Fig. 8(b)]

$$ r = \frac{bc}{b + c - d} $$

(17)

It is assumed that this equipotential surface will continue through the region of inhomogeneity without substantial deviation from cylindrical form. The discontinuity thus splits into two series-connected sections, each of which may be estimated from Table III.

This assumption is obviously rigorous in certain limiting cases and its general validity has been examined by comparing results obtained using it with direct numerical computations. Table IV shows typical cases. It will be seen that agreement is within ten percent.

1) Proximity Effects between Neighboring Discontinuities: Often, to anchor a support bead, for example,
double step discontinuities, such as shown in Fig. 9(a), are created. If the distance between them is short the fringing fields generated at the steps interact in such a way as to decrease the effective discontinuity capacity at each step from the value calculated in isolation. This may be taken into account by multiplication with a proximity factor $P$.

Using the notation shown in Fig. 9, a reasonably extensive table of proximity factors has been computed for neighboring discontinuities in parallel plate line and these are shown in that figure. The error involved in applying these to discontinuities in coaxial line—where the radius of curvature of the conductors is no longer infinite—has been investigated. “Corresponding” discontinuities in parallel plate and coaxial line having a step ratio of 6 are compared in Table V. It is evident that there is negligible difference to the proximity factor whether the step is cut in the inner or outer conductors, and that the divergence from the parallel plate case does not exceed three per cent.

D. Capacitive Gaps in Coaxial Lines

1) General Theory: A gap cut in the center conductor of a coaxial line in a plane normal to its axis finds common use in microwave band-pass filter construction where its essential purpose is to introduce series capacitive coupling. However, between the reference planes $TT'$ in Fig. 10(a) its complete representation requires the $\pi$ capacitive network shown in Fig. 10(b). For design purposes it is necessary to know both the series and shunt arms of the equivalent network. For gap and line cross-sectional dimensions which remain small compared with the wavelength, this may be treated as an electrostatic problem and may be solved as follows.

Consider the circuit shown in Fig. 10(c) in which a length of coaxial line is terminated in “half-gap,” i.e., a gap bisected by the plane AA midway between the
reference planes $TT'$. Denoting the series and shunt arms of the equivalent network of the total gap by $C_1$ and $C_2$, if a perfect short circuiting plane is inserted at AA then the line section is effectively terminated to ground through a capacity $2C_1 + C_2$. If the short circuiting plane is removed to be replaced by a perfect open circuit (perfect magnetic conductor) then the line is now terminated to ground through a capacity $C_2$.

To compute these capacities the total capacity of a length of line terminated alternately as just described is calculated. To obtain valid answers the length must be sufficient to ensure that the disturbance to the normally purely radial electric field in the line has become insignificant; some preliminary numerical calculations of the potential distribution showed that a length equal to the line diameter was sufficient to ensure this. In addition, the capacity of an undisturbed section of line of this same length is determined from the usual theory. Simple arithmetic operations then suffice to deduce the equivalent circuit parameters, an extensive collection of which is given in Table VI.

2) Comparison of the Numerical Solution with Small Aperture Theory: Marcuvitz [25], in treating a problem related to that just given, found an approximate solution by using the small aperture technique. The geometry of this problem, consisting of a coaxial cavity closed at one end with a conducting cover plate from which the inner conductor is shorter by a gap of width $s/2$, is shown in Fig. 11(a). In reference to the plane $T$, the inner conductor is shown to be terminated to ground through a capacitance [Fig. 11(b)]

$$C = \frac{\pi a^2 e}{2s} + 2a\varepsilon \lambda \ln \frac{b}{a}.$$  \hspace{1cm} (18)

This formula is said to be valid under the restrictions

$$\lambda \gg b - a$$  \hspace{1cm} (19)

$$s \ll b - a$$  \hspace{1cm} (20)

and can be seen to consist of two distinct parts, a component giving the parallel plate capacity between the inner conductor and the cover plate and a "fringing" term.

It will be realized that $C$ is to be compared with the sum $2C_1 + C_2$. Although a direct check is not possible due to the approximate nature of (18) a useful comparison may be made. For the smallest gap ratio treated, agreement is within two-and-a-half percent even for the 10:9-diameter-ratio case, which clearly violates inequality (20). Thus the fact that the shunt component must be zero at zero gap may be used to extend the table to smaller gap widths than those listed.

E. Coaxial Bead Supports with Undercut Faces

When a dielectric support bead is introduced into a coaxial line it is necessary to cut into one or both of the conducting surfaces to preserve continuity of characteristic impedance through the bead. This in itself generates a further mismatch since, as was pointed out in Section III-C, the introduction of a step into the conducting surfaces of a coaxial line is electrically equivalent to inserting a shunt capacity at the plane of the step. Various schemes were developed for the broadband compensation of the mismatch and two of the more effective ones are shown in Fig. 12. These schemes have been studied empirically in great detail by Kraus [26] but do not as yet appear to have been investigated theoretically.

It will be assumed that the beads are sufficiently long for their end regions to be considered isolated: the prob-
junction region (transmission line component plus discontinuity component) between $AA$ and $BB$. The zero-frequency image impedance of the junction network is, therefore,

$$Z_{i0} = \sqrt{L/C}$$  \hspace{1cm} (21)

where $L = (\delta/2\pi) \ln b/c$ is the inductance of the line between $AA$ and $BB$.

By computing $Z_{i0}$ for several values of $\delta$ it is easy to interpolate the depth which gives impedance continuity. Table VII summarizes the conditions for match in a 50-ohm line where the dielectric is Teflon ($K_e = 2.05$) and Fig. 13 shows curves of junction performance against frequency.

**F. Butt Junctions in Coaxial Lines**

A common requirement in coaxial systems is a low VSWR connection between a line of one size and another of the same characteristic impedance. This requirement may arise, for example, in the connection of test equipment brought out to type "N" sockets to large rigid coaxial cable runs.

Although a taper transition may be used this is usually bulky and is relatively difficult to machine. A possible alternative is the offset butt joint shown in Fig. 14. The design requirement is to make the offset between the steps in the inner and outer conductors give sufficient inductance to compensate the excess capacity of the inhomogeneous field region.

By electrostatic means it is not possible to compute the individual discontinuity capacities occurring at each end of the junction region, but it is relatively easy to determine the total capacity of the junction. This is sufficient for design even though it is not now, as was the case with the bead support problem, possible to compute the behavior of the transition with frequency.

The butt transition has been studied experimentally by Kraus [27] who produced a series of excellent design curves for lines of 50, 60, and 75 ohms in which the dielectric medium in the transition region is air. In view of this and the large number of possible combinations of standard lines and common dielectric materials, it has not been thought practical to attempt to provide generalized data. The program may however be used to advantage in individual problems, an example of which will be given.

It was desired to construct a matched butt transition in a 50-ohm line undergoing a 2:1 step in diameter, the transition region to be filled throughout with Fluon dielectric ($K_e = 2.0$). Leading dimensions are shown in Fig. 14. Offsets increasing in steps of 0.0075 inch from 0.015 inch to 0.060 inch were tried and the image impedance of the transition computed in each case. By interpolation it was found that an offset of 0.045 inch preserves continuity of impedance. This transition was constructed experimentally by Pyle [28] who obtained
TABLE VII

<table>
<thead>
<tr>
<th>Dielectric Bead Compensated by Undercutting of Bead Face</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stepped conductor</td>
</tr>
<tr>
<td>Inner</td>
</tr>
<tr>
<td>Outer</td>
</tr>
</tbody>
</table>

Note:
This data applies for a 50-ohm line with a maximum outer conductor diameter of one inch and a bead material of dielectric constant 2.05.

Fig. 13. Performance of beads compensated by facing out of dielectric.
Note:
1) Maximum outer conductor diameter = 1.000 inch.
2) Dielectric is Teflon ($K_e = 2.05$).

Fig. 14. Offset but junction in coaxial lines of equal characteristic impedance.

an optimum match also at an offset of 0.045 inch; the agreement between theory and practice is, therefore, excellent.

It is of interest to note that without the dielectric filling the problem would have been equivalent to designing a matched transition in a 71-ohm line. Although Kraus [27] experimentally derived curves do not include one for this impedance it is within the range of his work, allowing a value to be interpolated. This gives an offset of 0.046 inch. This is typical of the excellent agreement that was obtained in a number of cases between Kraus’ work and the numerically computed answers.

IV. Conclusions

A technique for the solution by finite differences of two dimensional boundary value problems involving Laplace’s equation was outlined and its application shown in the development of a program for the numerical analysis of these problems on a digital machine. Considerable stress was placed on generality in devising the computer program, making it possible to solve an extensive range of large problems with a minimum of effort and at great speed. Its use has been illustrated in the solution of a number of important transmission line problems, some leading to the production of considerable design data which is included in this report.

Because of its generality the program becomes an important laboratory tool which can be used as an aid in solving particular design problems as they arise. An increased precision is therefore possible in the design of transmission line components which should eliminate the need for much empirical development.

APPENDIX A

DEVELOPMENT OF BASIC THEORY IN A CYLINDRICAL COORDINATE SYSTEM

An outline will be given here of the development of a finite difference equation which represents Laplace’s equation, written in cylindrical coordinates, for a general interior-node subject to the restriction of rotational symmetry. It will be assumed that the medium between the conducting surfaces is homogeneous and that these conducting surfaces can be drawn in by joining lines of nodes parallel to the coordinate axes, i.e., the same assumptions as those used to derive (4).

Consider the point $P$ shown in Fig. 15, a node in a net of mesh width $a$. Due to balance about the axis only half the problem need be treated. The convention is, therefore, adopted throughout this development that the first row in the net lies along the axis of symmetry. Let $P$ lie in the $N$th row (and for the present assume $N > 1$), i.e., on a radius $r = (N - 1)a$. The potential at $P$ must satisfy the equation

$$\frac{\partial^2 V}{\partial r^2} + \frac{1}{r} \frac{\partial V}{\partial r} + \frac{\partial^2 V}{\partial z^2} = 0 \tag{22}$$

which, unlike its Cartesian equivalent, involves derivatives of the first order.

Nonetheless, a Taylor expansion closely similar to that used in the main text curve to derive approximations to these derivatives in terms of the potential differences between $P$ and its four immediate neighbors. Thus

$$V_A + V_B + (1 - a/2r)V_C + (1 + a/2r)V_D - 4V_P = 0 \tag{23}$$

is an approximation to the Laplace equation at $P$ with a dominant error

$$e = \frac{a^2}{12} \left[ \frac{\partial^2 V}{\partial z^2} + \frac{\partial^4 V}{\partial r^4} + \frac{2}{r} \frac{\partial^2 V}{\partial r^2} \right]. \tag{24}$$
i.e., in the order $a^7$, as before. Equation (23) may be further simplified by substituting for the radius in terms of the position of $P$ in the net, thus

$$V_A + V_B + \frac{(2N - 3)}{(2N - 2)} V_C + \frac{(2N - 1)}{(2N - 2)} V_D - 4V_P = 0. \quad (25)$$

Special interest attaches to nodal points in row 1. As the radius is then zero and since, due to symmetry, all odd-order derivatives must be zero, the middle term of equation (22) assumes an indeterminate (0/0) form in this case. Consequently, difficulty may be eliminated by reverting to the Cartesian form of the Laplace equation, for which purpose a $w$ axis is introduced to form the third of an orthogonal set with the $r$ and $z$ axes (Fig. 10). The point $P$ must then satisfy

$$\frac{\partial^2 V}{\partial r^2} + \frac{\partial^2 V}{\partial z^2} + \frac{\partial^2 V}{\partial w^2} = 0. \quad (26)$$

This is not, of course, peculiar to the axis of symmetry; any point in the space between the conductors must satisfy (26). It has not been generally applied, since, on all but the axis of symmetry, it leads to a three-dimensional net. In this one particular case, by symmetry

$$V_C = V_D = V_E = V_R,$$

and therefore expanded in finite difference form (26) leads to the two-dimensional form

$$4V_A + V_B + 4V_D - 6V_P = 0. \quad (27)$$

The calculation of charge from the potential distribution is based upon similar principles to the Cartesian case but the numerical procedures are materially altered. There is no difference in finding the normal component of displacement through the surface of integration, i.e., (8) remains valid, but the method of integration over the surface is different. Two kinds of surfaces need to be distinguished; these are surfaces of constant $r$, or cylinders about the axis of symmetry; and surfaces of constant $z$, or plane annular surfaces normal to the axis of symmetry. A given surface of integration will, in general, be generated by the interconnection of $z$ sub-surfaces, some of each kind.

For a cylindrical surface in the $i$th row containing $r$ nodes

$$Q' = 2\pi(i - 1)a^2\epsilon\sum_{P=1}^r \left( \frac{\partial V}{\partial r} \right)_P. \quad (28)$$

For an annular surface in the $j$th column spanning between the $k$th and $m$th rows

$$Q' = \pi a^2\epsilon\sum_{P=1}^{m-k+1} (k + P + \delta - 2) \left( \frac{\partial V}{\partial z} \right)_P. \quad (29)$$

The total charge is therefore

$$Q = \sum Q'. \quad (30)$$

**APPENDIX B**

**SPECIAL FINITE-DIFFERENCE EQUATIONS**

Both in the main text and in Appendix A, only finite-difference representation of ordinary interior nodes has been considered (with the one exception of points along the axis in a cylindrical system). Most nodes will fall into this category but to take account of all possible boundary conditions there are 28 other possible conditions which may arise.

Having read in details of conductor boundaries and the disposition of dielectrics the machine is made to scan the net, node by node, to identify whether they
are ordinary interior points or one of the exceptional cases. If found to be the latter, the node number is recorded in an “oddity table” (generated automatically by the machine) together with a further identification number. According to the convention indicated in Table VIII, these criteria indicate in what way the node is exceptional.

When the equations of the potentials are being solved the machine first determines whether that node was included in the oddity table. If it was not, the point is relaxed according to the standard equation for an ordinary interior node; if the node was included, the machine is directed to a special equation appropriate to the kind of oddity. The finite difference equations for each of the 28 types of oddity are listed in Table VIII for both Cartesian and cylindrical systems. Since each of these equations may be derived by application of Taylor’s theorem, individual proofs will not be given.
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<table>
<thead>
<tr>
<th>ODDITY</th>
<th>DESCRIPTION</th>
<th>FIGURE</th>
<th>CARTESIAN EQUATION</th>
<th>CYLINDRICAL EQUATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ORDINARY INTERIOR POINT</td>
<td>A</td>
<td>SEE TEXT, EQUATION (6)</td>
<td>SEE APPENDIX 1, EQUATION (60)</td>
</tr>
<tr>
<td>2</td>
<td>ORDINARY POINT</td>
<td>BOTTOM EDGE</td>
<td>$V_A + V_B + 2V_D - 4V_P = 0$</td>
<td>SEE APPENDIX 1, EQUATION (62)</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>TOP EDGE</td>
<td>SIMPLE PERMUTATION OF (2)</td>
<td>$V_A + V_B + 2V_D - 4V_P = 0$</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>LEFT-HAND EDGE</td>
<td>SIMPLE PERMUTATION OF (2)</td>
<td>$4(N-1)V_0 + 2(N-3)V_0 + 2(N-1)V_0 - 8(N-1)\ V_P = 0$</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>RIGHT-HAND EDGE</td>
<td>SIMPLE PERMUTATION OF (2)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>CORNER POINT</td>
<td>BOTTOM</td>
<td>$V_A - V_B - 2V_D = 0$</td>
<td>SEE APPENDIX 1, EQUATION (60)</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>TOP</td>
<td>SIMPLE PERMUTATION OF (6)</td>
<td>SIMPLE PERMUTATION OF (6)</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>LEFT-HAND SIDE</td>
<td>SIMPLE PERMUTATION OF (6)</td>
<td>SIMPLE PERMUTATION OF (6)</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>RIGHT-HAND SIDE</td>
<td>SIMPLE PERMUTATION OF (6)</td>
<td>SIMPLE PERMUTATION OF (6)</td>
</tr>
<tr>
<td>10</td>
<td>DIELECTRIC INTERFACE</td>
<td>ROW INTERFACE</td>
<td>$4(N-1)V_0 + 2(N-3)V_0 + 2(N-1)V_0 - 8(N-1)\ V_P = 0$</td>
<td>SIMPLE PERMUTATION OF (6)</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>COLUMN INTERFACE</td>
<td>SIMPLE PERMUTATION OF (10)</td>
<td>SIMPLE PERMUTATION OF (10)</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td>SIMPLE PERMUTATION OF (10)</td>
<td>SIMPLE PERMUTATION OF (10)</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td></td>
<td>SIMPLE PERMUTATION OF (10)</td>
<td>SIMPLE PERMUTATION OF (10)</td>
</tr>
<tr>
<td>14</td>
<td>ANGLE DIELECTRIC</td>
<td>ACUTE</td>
<td>FIRST QUADRANT</td>
<td>$4(N-1)V_0 + 2(N-3)V_0 + 2(N-1)V_0 - 8(N-1)\ V_P = 0$</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td>SIMPLE PERMUTATION OF (14)</td>
<td>SIMPLE PERMUTATION OF (14)</td>
</tr>
<tr>
<td>16</td>
<td></td>
<td></td>
<td>SIMPLE PERMUTATION OF (14)</td>
<td>SIMPLE PERMUTATION OF (14)</td>
</tr>
<tr>
<td>17</td>
<td></td>
<td></td>
<td>SIMPLE PERMUTATION OF (14)</td>
<td>SIMPLE PERMUTATION OF (14)</td>
</tr>
<tr>
<td>18</td>
<td>OBLIQUE</td>
<td>FIRST QUADRANT</td>
<td>$2(N-1)V_0 + 2(N-3)V_0 + 2(N-1)V_0 - 2(N-1)V_P = 0$</td>
<td>SIMPLE PERMUTATION OF (18)</td>
</tr>
<tr>
<td>19</td>
<td></td>
<td></td>
<td>SIMPLE PERMUTATION OF (18)</td>
<td>SIMPLE PERMUTATION OF (18)</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td>SIMPLE PERMUTATION OF (18)</td>
<td>SIMPLE PERMUTATION OF (18)</td>
</tr>
<tr>
<td>21</td>
<td></td>
<td></td>
<td>SIMPLE PERMUTATION OF (18)</td>
<td>SIMPLE PERMUTATION OF (18)</td>
</tr>
<tr>
<td>ODDITY N</td>
<td>DESCRIPTION</td>
<td>FIGURE</td>
<td>CARTESIAN EQUATION</td>
<td>CYLINDRICAL EQUATION</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
<td>--------</td>
<td>-------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>22</td>
<td>DELECTRIC INTERFACE TO BOTTOM EDGE</td>
<td>DELECTRIC TO LEFT-HAND EDGE</td>
<td>$K_{2}V_{1}v_{1}+(K_{2}+1)\frac{v_{2}}{2(K_{2}+1)}V_{1} = 0$</td>
<td>$K_{2}V_{1}v_{1}+(K_{2}+1)\frac{v_{2}}{2(K_{2}+1)}V_{1} = 0$</td>
</tr>
<tr>
<td>23</td>
<td>DELECTRIC TO RIGHT-HAND SIDE</td>
<td>DELECTRIC TO LEFT-HAND SIDE</td>
<td>SIMPLE PERMUTATION OF (22)</td>
<td>SIMPLE PERMUTATION OF (22)</td>
</tr>
<tr>
<td>24</td>
<td>TOP EDGE</td>
<td>DELECTRIC TO LEFT-HAND SIDE</td>
<td>SIMPLE PERMUTATION OF (22)</td>
<td>SIMPLE PERMUTATION OF (22)</td>
</tr>
<tr>
<td>25</td>
<td>DELECTRIC TO RIGHT-HAND SIDE</td>
<td>DELECTRIC TO LEFT-HAND SIDE</td>
<td>SIMPLE PERMUTATION OF (22)</td>
<td>SIMPLE PERMUTATION OF (22)</td>
</tr>
<tr>
<td>26</td>
<td>LEFT-HAND EDGE</td>
<td>LEFT-HAND EDGE</td>
<td>SIMPLE PERMUTATION OF (22)</td>
<td>SIMPLE PERMUTATION OF (22)</td>
</tr>
<tr>
<td>27</td>
<td>DIELECTRIC TO TOP</td>
<td>DIELECTRIC TO BOTTOM</td>
<td>SIMPLE PERMUTATION OF (22)</td>
<td>SIMPLE PERMUTATION OF (22)</td>
</tr>
<tr>
<td>28</td>
<td>RIGHT-HAND EDGE</td>
<td>DIELECTRIC TO TOP</td>
<td>SIMPLE PERMUTATION OF (22)</td>
<td>SIMPLE PERMUTATION OF (22)</td>
</tr>
<tr>
<td>29</td>
<td>DIELECTRIC TO BOTTOM</td>
<td>DIELECTRIC TO TOP</td>
<td>SIMPLE PERMUTATION OF (22)</td>
<td>SIMPLE PERMUTATION OF (22)</td>
</tr>
</tbody>
</table>

the development of the program. For reasons of speed, some of the more frequently repeated subroutines were coded in FAP; these were written in their entirety by B. P. McDowell. He also contributed many useful ideas throughout the remainder of the work and it is in no small measure due to his efforts that the project was brought to successful conclusion.

The author also wishes to thank C. T. Carson for making it possible to undertake this work and the Chief Scientist of the Department of Supply for permission to publish it.
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